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Abstract—Sugarscape model is a multi-agent environment used for modeling and organizing processes 
such as social, political and economic processes .The purpose of this study is to assess the learning ability 
of a learner system in sugarscape and for that reason the Boltzmann machine learning algorithm is 
evaluated .During the first experience, model number 1 which is a learned multi-agent model and is based 
on Boltzmann machine algorithm was considered  .In this model each agent, was assigned with a 
parameter which indicates the agent’s knowledge .Once the knowledge of agents reached the maximum, 
the model is converged .The criterion was time of convergence .After that, the second model which is a 
multi-agent, cellular, and learner based on Boltzmann machine learning algorithm was considered, in 
which the Boltzmann machine’s learning algorithm is implemented in a multi-agent cellular environment .
And finally the third model which is a multi-agent, cellular, Boltzmann machine learner model was 

assessed in sugarscape. And measure the time needed to reach convergence over specific number of agents 
for each model. After investigating the resulting diagrams it was concluded that the convergence speed of 
third model is more than the convergence speed of second model .Also, the convergence speed of second 
model is more than convergence speed of first model  .Utilization of cellular automata results in a more 
speedy convergence for the model and this is due to rules and local interactions and transformation of 
generalized convergence to localized convergences  .Application of sugarscape accelerates convergence 
speed relative to the case when it is not used .Additionally the maximum number of executable agents in 
third model is more than second model and also the maximum number of executable agents in second 
model is much greater than the first model .At last, it was deduced that the learning process of a learned 
multi-agent system and in sugarscape speeds up this process and does not have the limitations in the 
number of agents during execution.
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I. INTRODUCTION
One important issue in designing multi-agent systems 
is the difficulty in predicting all possible situations 
that are encountered by an agent and also to recognize 
its optimized behavior in such situations. Therefore in 
such systems where the behavior of other agents is 
not predefined learning is important [4]. And because 
of the fact that other agents are capable of learning 
and so the environment for a learner is not constant, 
learning in multi-agent is sophisticated [5]. 
Sugarscape model is also a multi-agent environment 
which is used for modeling and organizing processes 
such as social, political and economic processes. This 
environment is based on simplicity. Epstein and 
Axtell have proved that with simple rules a space can 
be realized and with that space the complications of 
human society can be easily modeled [14, 18-19, 32-
36].
One algorithm than may perform in multi-agent 
environments is Boltzmann machine learning 
algorithm. Can this algorithm be used for learning in 
sugarscape? Because sugarscape is a stochastic 
environment and because most of learning 
environments are for deterministic environment with 
linear behavior and in a deterministic environment 
they have many weak points, such as, no convergence 
in system, limitations on number of agents or number 
of their choices and lack of capability for showing 
learner agent’s uncertainty [1, 5, 7, 21-27], so it is 
well possible that they become nonresponsive in 
complicated environments where agents act 
randomly. As a result we see the necessity of using a
responsive learning algorithm in stochastic 
environment. In the previous study it was stated that 
Boltzmann machine learning algorithm is a suitable 
learning algorithm for stochastic environment [48]. 
Thus for assessing learning capability of a learner 
system in sugarscape which is the goal of this study, 
Boltzmann machine learning algorithm has been used. 
In this study multi-agent systems and learning in 
multi-agent systems is explained first and then for the 
sake of used methodology, a brief description of 
Boltzmann machine is given and next an account of 
cellular automata and sugarscape is given. In part 5,
learned multi-agent model based on Boltzmann 
machine learning algorithm is explained .In this 
model each agent, was assigned with a parameter 
which indicates the agent’s knowledge  .Once the 
knowledge of agents reached the maximum, the 
model is converged  .The criterion was time of 
convergence. Then, cellular learned multi-agent 
model based on Boltzmann learning algorithm and 
cellular learned multi-agent model with use of 
Boltzmann machine learning algorithm based on 
sugarscape is described. And measure the time needed 
to reach convergence over specific number of agents 
for each model. finally, a comparison of the three 
named models and discussion and conclusion is 
stated. 

II. MULTI-AGENT SYSTEM
Multi-agent systems are defined as a group of 
individual creatures that interact in a shared 
environment which is perceived by their sensors and 
act by their actuators [22, 28]. This concept is shown 
in figure number 1. In other words, multi-agent 
systems include a number of agents that interact with 
each other by means of connection [2]. Although 
these interactions may be classified as part of the 
environment but in such systems the interactions 
between agents are model separately from the 
environment. In multi-agent systems, the changes in 
the environment are dynamic. Because other agents 
affect the environment. 

Figure1. Agents interact with environments through sensors and 
actuators [28].

III. LEARNING IN MULTI-AGENT SYSTEM

The operational definition for learning in MAS is 
given as follows: learning is the capability of 
performing new duties (which were not possible 
before) and doing previous duties in a better manner 
as a result of changes that result from learning process 
[3]. Learning includes acquiring skills and refining 
skill [20]. Learning is specifically important in multi-
agent adjustments where the behavior of other agents 
is not known beforehand [4]. Also often the structure 
of environment alters so for the survival of the agent 
it may be either reprogrammed or a compatibility 
mechanism is used [6]. 
In simpler words agents should learn because they 
don’t know everything about their surrounding 
environment or they are unaware of other agents’
behavior. In general learning can be present in a 
cooperative environment where agents share the 
knowledge or in an competitive environment where 
agents tend to become better than others [7]. Even if 
the agents isn’t truly aware of other agents’ existence, 
it perceives them as part of the environment and their 
behavior will be part of what they are going to learn 
[8]. 
Without doubt, online learner algorithms better suits 
multi-agent systems in which agents require update 
the information continuously [9].

IV. METHODOLOGY
The methodology used in this study is based on 
Boltzmann machine learning algorithm and cellular 
automata and sugarscape environment which is 
described in the following:

A. Boltzmann machine
Boltzmann machine was created by Hinton and 
Sejnowski in 1983, is a neural network designed 



based on Boltzmann learning rule .The architecture of 
Boltzmann machine is illustrated in figure 2  .The 
output of each node in Boltzmann machine is a 
stochastic function of inputs rather than a 
deterministic function [29]. The output of a node is 
calculated probabilistic rather than with threshold or 
sigmoid output function [10].
The Boltzmann learning algorithm is based on 3 
phase. In the first phase, input patterns and entered 
and clamp to units. Then units are select randomly 
and are change their states from sj to -sj with this 
probability:

T
E
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1

The activation phase is continued to state of low 
energy.
The stochastic nature of Boltzmann machine implies 
that there couldn’t be one single appropriate status for 
the system  .In return, the network can be set in a 
status until they reach thermal equilibrium in which 
special neurons change their status but the probability 
of each status could be calculated  .In fact in 
equilibrium, the status of Boltzmann machine follows 
Boltzmann distribution [15]. This is the probability of 
system being in state of E energy and T 
temperature:
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Vj is act of jth unit.
Now, temperature is decreased slowly until system is 
converged (annealing). In the end temperature, the 
correlation of pair units is calculated:

ijij ssp

In the second phase that is free run phase, previous 
calculations are repeated. But this time, the visible 
units don’t clamp after enter the input patterns, all 
units update. Their status and annealing take place. In 
the end temperature, the correlation of pair units is 
calculated:

ijij ssp

In the third phase (learning phase), the Boltzmann 
machine learning rule is used for update the weights 
[10-13, 15-17, 29, 30]:

jiijijij ppw ,

Figure 2. Boltzmann machine architecture includes one layer of 
visible neurons and one layer of hidden neurons.

B. Cellular automata
Cellular automata were first presented by John Van 
Neumann in 1940 [37]. During any stage, each 
automaton uses a set of rules in the form of a function 
of its own and its adjacent neighbors’ status to derive 
the next status  .Based on this local mutual effect, an 
initial structure creates a copy of itself after passing 
some stages  .
Then S.Ulam considered a finite two dimensional net 
for cellular automata which were composed of 
elements called cells, in a way that these cells locally 
interact with each other [37]. Cellular automata is a 
mathematical model that can be employed for 
calculation and simulation of systems and acts like a 
simple discrete system that divulge complicated 
calculations and behavior with simple and local rules.
The characteristics of Cellular automata are given in 
references [38-40].
For cellular automata, local rule or local transitional 
function is defined. This transition function may be 
deterministic or stochastic [38-40]  .These rules are 
defined by a string of bits and each bit indicated the 
next status corresponding to the bit number [42]. If
the radius of neighborhood is increased the number of 
neighborhood status and therefore the total number of 
statuses increase [41]. The ratio of 1s in rule, is called 
Langton parameter [43]. To realizing of cellular 
automata behavior from the rules is very difficult and 
requires simulation  .This network of cells can have 
d  .For example a three dimensional 
network is shown in figure 3 .
With regard to determining next status according to 
special rules, cellular automata are divided into 
deterministic and stochastic groups  .Up to this point 
the cases discussed were deterministic cellular 
automata, which mean cellular automata transits from 
one status to one status only in next time stage  .In 
other words, transition rules, takes the status of one 
cell and its neighbors and precisely describes the next 
status .If however the status of a cell in the next time 
stage is described by a stochastic variable and is 
compared with a predefined countable value that is a 
function of initial status variable, cellular automata 
will be stochastic [44] .



Probabilistic cellular automata or its abbreviation 
(PCA) is studied as a model for determining dynamics 
of complicated systems [45].

Von Neumann neighborhood             Moore neighborhood in
in two dimensional network.            two dimensional network.

  

        Showing neighborhoods in three dimensional network

Figure 3. Various important neighborhoods in cellular automata.

C. Sugarscape
Sugarscape was first introduced by Epstein and Axtell 
[14]. In this environment bottom up method is used 
for modeling and organizing social and political and 
economic processes  .In other words sugarscape is a 
multi-agent system which can be used for social 
modeling and investigation and analyzing social 
processes  .This environment is based on simplicity 
which means the rules in this environment are 
simplified so that artificial complications are not 
enforced to the modeling space. Epstein and Axtell 
showed that with these simple rules a space can be 
achieved to model human society’s complications in 
an easy way .
Main elements of sugarscape are:
Agent, rules, environment or space, sugar (resource) 
which are described in the following .

 Agent
The elements present in the sugarscape are called 
agent  .Agents include people or organisms that 
simulate human behavior [14, 18-19, 32-36, 46-47].

 Rules
Rules are for life and continuation of agents in the 
environment  .Different rules cause different 
behaviors .Execution of rules with different sequences 
also changes agents’ behavior  .As a result rules are 
one of the fundamental and extendable parts in 
sugarscape and by means of changing their execution 
sequence certain properties of human society can be 
modeled  .That is to say, by changing and extending 

these rules the model may be extended [14, 18-19, 32-
36, 46-47].

 Landscape
No certain topology has been defined for sugarscape 
but the environment can be regarded as a two 
dimensional network [14, 18-19, 32-36, 46-47].

 Sugar (resource or possession)
Just as sugar is the first supply for life, sugar is also 
considered as energy in sugarscape  .Agents need to 
consume sugar for survival and sugar resources 
indicate possession or wealth [14, 18-19, 32-36, 46-
47].
The advantage of artificial environment over natural 
environment lies in the fact that iterative tests may be 
carried out in artificial environment to assess the 
reflections of the environment  .So far, sugarscape 
have been used with applications in optimizing wealth 
distribution in artificial society and also for balancing 
wealth  .In the current study sugarscape model is 
utilized for application in learning process .

V. IMPLEMENTATION

Here three learned multi-agent model and cellular 
learned multi-agent model and cellular learned multi-
agent model based on sugarscape are investigated:

A. Learned multi-agent model based on 
Boltzmann machine learning algorithm

Here a multi-agent environment is design and each 
agent, has been assigned with a parameter that 
indicates the knowledge of the agent  .The goal is to 
increase the agent’s knowledge until it reaches a 
definite maximum  .For this purpose Boltzmann 
machine learning algorithm have been used  .Initially 
the location and knowledge of agent was defined in a 
random manner  .Application of Boltzmann machine 
learning algorithm causes at first, values of agents are 
clamped and the correlations of pair agents are 
calculated.  Furthermore, in free phase, for each 
agent, sum of other agents’ knowledge multiply their 
factor of influence is calculated. If this value is 
greater than the value of a random function 
introduced, the knowledge of agent updates. This 
action is repeated for all agent more times.  Then the 
correlations of pair agents are calculated. 
Furthermore, in learning phase, the Boltzmann 
machine learning rule is used for updating of weights.
This cycle continues until the knowledge of all agents 
reach maximum value or in other words the system 
converges .
This model was used for different number of agents 3,
5, 7, 11, 13, 17, 19, 31, 53, 73, 97, 127, 151, 211, 257, 
307, 401, 503, 701, 1009, 1601, 2003, 3001, 3989 and 
iterated five times for each agent and the time spent 
for convergence was recorded  .Graph number 1 
shows the average time spent for convergence for a 
given number of agents .The x axis shows the density 
of agents and the y axis shows the average time spent 
for convergence of model .
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Graph 1. Average time spent to reach  convergence for a given 
number of agents in learned multi-agent model based on Boltzmann 
machine learning algorithm.

B. Cellular learned multi-agent model based on 
Boltzmann machine learning algorithm

The difference of this model with learned multi-agent 
model based on Boltzmann machine learning 
algorithm is that this model is considered to be 
cellular  .Cellular environment is an n*n matrix and 
not only the rules of the environment are local; also 
the interactions of agents are also localized  .This 
means each agent only interact with its neighbors .
Here Moore neighborhood model was used  .Hence 
each agent is in contact with eight surrounding 
neighbors  .Therefore in this model, each agent is 
under the influence of its neighbor’s knowledge and 
their factor of influence and with Boltzmann random 
function updates its knowledge. And this cycle 
continues until the knowledge of all agents reach 
maximum value or in other words the system 
converges .
This model was also used for different number of 
agents 3, 5, 7, 11, 13, 17, 19, 31, 53, 73, 97, 127, 151, 
211, 257, 307, 401, 503, 701, 1009, 1601, 2003, 3001, 
3989 and iterated five times for each agent and the 
time spent for convergence was recorded  .Graph 
number 2 shows the average time spent for model 
convergence for a given number of agents .The x axis 
shows the density of agents and the y axis shows the 
average time spent for convergence of model .

Graph 2. Average time spent to reach   convergence for a given 
number of agents in cellular learned multi-agent model based on 
Boltzmann machine learning algorithm.

C. Cellular learned multi-agent model with use of 
Boltzmann machine learning algorithm based 
on sugar model

Here a cellular multi-agent model based on sugar 
model was designed with specific rules  .Upon 
commencement of model execution, the initial 
location of agents was defined in a random manner .
Also the level of sugar in vicinity [0..1], vision scope 
in vicinity [1..6], metabolism rate in vicinity [0..1], 
and age of agents in vicinity [60..100] is randomly 
distributed and the rate of sugar regrowth in the 

environment is also set as 1 .The environmental rules 
are localized .Agents in the environment transfer with 
rules of agents’ motion in a way that each agent 
moves to the nearest location with maximum amount 
of sugar in sight (in neighborhood of agent) and 
withdraws the sugar from that location  .Agents 
interact with each other in a manner that the level of 
sugar in each agent changes with neighboring agents’ 
sugar and their factor of influence and with use of 
Boltzmann random function .Once the agents present 
in sugarscape reach sugar peaks the model is 
converged .Figure 4 illustrates how agents work with 
an initial population of 100 that randomly placed in 
sugar model with random vision scope, age, … .When 
the model run, states and number of remaining agents 
show in section 2 and 3 until in section 4, the model 
converged because all of agents reach to sugar peaks. 
Different colors show that agents are different in 
properties such as vision scope, age,… .   
This model was used for different number of agents 3, 
5, 7, 11, 13, 17, 19, 31, 53, 73, 97, 127, 151, 211, 257, 
307, 401, 503, 701, 1009, 1601, 2003, 3001, 3989 and 
iterated five times for each agent and the time spent 
for convergence was recorded  .Graph number 3 
shows the average time spent for model convergence 
for a given number of agents  .The x axis shows the 
density of agents and the y axis shows the average 
time spent for convergence of model .

Graph 3. Average time spent to reach   convergence for a given 
number of agents in Cellular learned multi-agent model with use 
of Boltzmann machine learning algorithm based on sugar model.
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Figure 4. How agents work with use of Boltzmann machine 

learning algorithm based on sugar model.
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VI. COMPARISON

Table 1 shows the average execution time to reach
convergence over specific number of agents for each 
model. The average execution time to reach 
convergence for each model is also shown in the last 
row of table 1 .Figure 4  compares graph 1 that is the 
average time spent to reach convergence in model one
with graph 2 and 3, which are average time spent to 
reach convergence in models two and three, 
respectively  .The x-axis shows the density of agents 
and y-axis shows the average time spent to reach 
convergence in model .
As seen in table 1 and graph 4, The average execution 
time to reach convergence in cellular learned multi-
agent model based on Boltzmann machine learning 
algorithm is less than the average execution time to 
reach convergence in learned multi-agent model 
based on Boltzmann machine learning algorithm and 
also the average execution time to reach convergence  
in cellular learned multi-agent model with use of 
Boltzmann machine learning algorithm based on 
sugar model is much less than the average execution 
time to reach convergence in cellular learned multi-
agent model based on Boltzmann machine learning 
algorithm .In addition the first model is executable for 
up to 4000 agents, whereas the maximum for model 
two is 110000 and for model three is 390000 
executable agents .

Table 1. Distribution of average time spent to reach convergence 
based on model number for different agent numbers

AAgent 
nnumber

ffirst  
mmodel

SSecond 
mmodel

TThird 
mmodel

3             0.209                0.016              0.066             
      5              0.178                    0.016                 0.134      

7                 0.136                    0.016                  0.162
         11                0.171                    0.016                  0.178

13                0.082                    0.019                  0.218
     17                0.146                    0.019                  0.271
         19                0.122                    0.019                  0.243
         31                0.130                    0.016                  0.350
         53                0.298                    0.031                  0.424
         73                0.479                    0.038                  0.574
         97                0.610                    0.072                  0.421
        127               0.755                    0.159                  0.405
        151               0.983                    0.196                  0.574
        211               1.953                    0.274                  0.434
        257               3.185                    0.337                  0.493
        307               4.458                    0.403                  0.487
        401               8.704                    0.521                  0.715
        503              11.123                   0.789                  0.677
        701              28.839                   1.083                  0.552

1009            70.858                   1.585                  0.618
        1601          173.603                   1.869                  0.630
        2003          443.939                   2.302                  0.546
        3001          1296.425                 3.145                  0.521
        3989          3141.505                 6.309                  0.512

Average 216.204    0.802               0.425

Graph 4. The comparison of the learned multi-agent model 
based on Boltzmann machine learning algorithm and the 
cellular learned multi-agent model based on Boltzmann 
machine learning algorithm and the cellular learned multi-
agent model with use of Boltzmann machine learning 
algorithm based on sugar model.

VII. DISCUSSION AND CONCLUSION
In this study firstly the application of Boltzmann 
machine learning algorithm for learn ability of multi-
agent environment was investigated and the average 
time spent to reach convergence for a given number 
of agents is shown in graph 1 .It is noteworthy that the 
considered criterion is the time to reach convergence .
The x-axis shows agent density and y axis shows the 
average time spent to reach convergence  .Next the 
above algorithm was used for learning of cellular 
multi-agent environment. Graph number 2 which 
indicates the average time spent to reach convergence 
is shown  .Finally the above algorithm was used in 
Cellular multi-agent environment based on 
sugarscape. First a sugar environment was designed 
and Boltzmann machine learning algorithm was 
utilized for environment learning  .It should be noted 
that learning in sugar environment takes place by 
elevation of energy (sugar). Graph 3 shows the 
average time spent to reach convergence for a given 
number of agents .As seen in graph number 4 the time 
to reach convergence in second model is less than 
time required for convergence in first model .
Therefore the second model converges faster  .Also 
the first model is executable for a maximum number 
of 4000 agents, whereas second model that is cellular 
can be executed for a maximum number of 110000 
agents. Thus not only the second model runs faster 
than the first model but also a greater number of 
agents are executable compared with first model .This 
matter can be justified by the cellular nature of the 
environment and therefore localized rules and 
interactions in cellular environment. This is duo to 
this model is based on localized convergences rather 
than generalized convergence in model. And also the 
convergence time in third is much less than 
convergence time in second model. Also the second 
model is executable for up to 110000 agents, whereas 
third model can be executed for a maximum number 
of 390000 agents. Thus the convergence speed of 
cellular learned multi-agent model with use of 
Boltzmann machine learning algorithm based on 
sugar model is much more than the convergence 
speed of cellular learned multi-agent model based on 
Boltzmann machine learning algorithm. Also the 
convergence speed of cellular learned multi-agent 
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model based on Boltzmann machine learning 
algorithm is much more than the convergence speed 
of learned multi-agent model based on Boltzmann 
machine learning algorithm. Hence it can be deduced 
that usage of cellular automata causes faster 
convergence that is due to local rules and interactions 
and therefore transformation of generalized 
convergence to local convergences. The application 
of sugar model speeds up convergence compared to 
when it is not applied. Also the maximum number of 
executable agents in cellular learned multi-agent 
model with use of Boltzmann machine learning 
algorithm based on sugar model is much more than 
cellular learned multi-agent model based on 
Boltzmann machine learning algorithm and also the 
maximum number of executable agents in cellular 
learned multi-agent model based on Boltzmann 
machine learning algorithm is much more than 
learned multi-agent model based on Boltzmann 
machine learning algorithm.
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