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Abstract— Web services as the most important event in distributed computing, have achieved great popularity among software developers today. A critical step in the process of developing service-oriented applications is web service discovery, i.e., the identification of existing relevant web services that can potentially be used in the context of a new web application.

In this paper, we have proposed a novel method based on data mining techniques to assist and improve the web service discovery process as well as the development of service-oriented applications. Our assistant discovery approach is based on automatic finding of semantic similarity between web services through the application of clustering methods. We have introduced a new fuzzy semantic clustering algorithm which assists web service consumers in discovering a group of similar web services through an individual query. This objective is attained by way of a search space reduction mechanism which adds to the efficiency of the approach. Our proposed approach provides dynamic and flexible clusters which can be changed at discovery process.

We have conducted an experimental study on a data set of tagged web services with ontology. The ontology supports the semantic analysis. Preliminary results from clustering indicate the possibility of retrieving web services at the discovery process with reasonable precision by applying the proposed similarity model. From these promising results, we conclude that web service discovery process could be performing in a reasonable time because of reduced search space.
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1. INTRODUCTION

The web was conceptualized for human use; this infrastructure has evolved to allow computer programs become a key player in this role. Recently, the trend in software development has been converging towards reusing and composing loosely coupled functionality accessible by the web, commonly known as the service. A web service is a loosely coupled software component that can be published, located and invoked by using the standard web infrastructure [1]. The objective of the service-oriented computing methodology is to develop specific software components with a combination of service discovery, selection and invoking [2] that has acquired enormous popularity.
This popularity has motivated developers to publish a large amount of web service descriptions in Universal Description Discovery and Integration (UDDI) registries. Therefore, the rapid growth of web services on the web gives rise to a new challenging search problem: locating the desired web services known as web service discovery.

Web services architecture has three components: Service provider, service requester and service registry. UDDI registry is one of the main parts of the Service-Oriented Architecture (SOA) that provides the foundations for service providers to publish web services specifications and mechanisms for service requesters to review, discover and ultimately select. Nonetheless, search facilities in these registries are still partly difficult to use and often demand a lot of the service requesters' time manually browsing and selecting required service descriptions.

Moreover, traditional keyword search that has been used in search engines is insufficient in this context because the very small text sections in web services are unsuitable for just keyword query search and the underlying structure and semantics of the web services are not exploited.

Since the initiation of web services, some research has concentrated on assisting the web service discovery process.

Some of studies are based on classic information retrieval techniques for assessing the similarity between two web service descriptions while others combine web services and semantic web technologies and then use semantic matching algorithms. The first group shows acceptable precision for retrieving relevant services, but they don't rely on semantics and these one-to-many matching approaches in a large set of web services may have problems in terms of the desired time and space. On the other hand, although semantic has been used in the second group, they are considerably more time consuming in finding similar web services.

Since the web service is a fairly new technology, there are various areas where improvements can be made to complement the current state of the art. In this paper, we highlight some of these improvements which can be made possible through data mining. For example, as the number of web services increases, it becomes increasingly significant to provide scalable methods to perform service discovery.

Data mining methods search for distinct patterns and trends that exist in data but are hidden among the vast amount of data [3].

We propose an assistant approach for web service discovery based on the fuzzy clustering algorithm and ontology that groups web services into semantically meaningful clusters. The main contribution of our approach is to reduce search time and to improve precision in the retrieved service as the result.

Moreover, in order to support automatic and programmatic service discovery, we have exploited both the semantics of the identifiers of Web Service Description Language (WSDL) file and the tree structure of its operations, messages and data types to achieve the similarity of two WSDL files. Given a description of the required service as a query, a semantic information retrieval method can be used to identify the most similar cluster and then to present a ranked list of service description files.

The rest of the paper is organized as follows; in section II, we describe previous related works in this area. Section III describes our proposed method in detail. Section IV presents the experiment results. Finally in section V, we discuss our experience and make suggestions for future work.

II. RELATED WORK

To tackle the web service discovery problem, several simple search engines have been recently developed [4] [5] [6]. Currently, these engines provide only simple query keyword search on web service descriptions which clearly appears to be insufficient in this area.

In web service discovery, some research attempts have accomplished on assisting the discovery process. A group of researches exploit classic information retrieval techniques for assessing the similarity between two web service descriptions [7] [8] [9] without relying on semantics. In these methods, each service description and the query are converted into a common representation and are then compared for finding the most similar services to query. Although the information retrieval approach shows respectable precision for retrieving relevant services, but the one-to-many matching algorithms may have problems in large collections in terms of the needed time and limited space. Recently however, some studies adopt the Vector Space Model (VSM) [10] for representing web service descriptions.

Generally, the VSM is an algebraic model for representing text documents in a multi-dimensional vector space, where each dimension corresponds to a separate term (usually single words). In this approach, documents of vectors located near in the space are shown as results.

Other groups of studies combine web services and semantic web technologies [11]. OWL-S (Ontology Web Language for Web Services) defines three ontologies for describing a web service model [12]. In semantic web service technologies, services can be given richer semantic specifications. Semantics can enable entire and more flexible automation of service supplying and use. These methods allow publishers to associate a web service with concepts from defined ontology or to enhance web services semantically using WordNet concepts without semantic annotation against ontology [13], then for finding more relevant services use semantic matching algorithms. Therefore, software agents can automate the process of browsing, accessing and composing services in some systems such as workflow [14] [15] [16] [17]. Although semantics have been used in these groups but it is extremely time consuming to find relevant web service descriptions.

[18] Has proposed a two-step matching method for web service discovery called WSQBE. Their
combination of text mining techniques for bridging syntactic differences of Web service descriptions uses the classification approach that supports WSQBE search space reduction and techniques for easing query generation. The classifier exploits machine learning techniques to learn from available services, which have been previously categorized and published in UDDI registries. Also this method provides a query language for representing user needs. Namely, it is based on easing query specification and returning a short list of web services. In essence, by applying the idea of Query-by-example, they propose to make easier the task of defining a query for discovering Web services. Their discovery approach cornerstone is that consumers partially know the descriptions of the web services they want. Also, it uses no semantic for web service description and its efficiency depends on the web service developers who adopt best practices for describing and documenting services.

[7] Has described the algorithms underlying the Woogle search engine for web services. Woogle supports similarity search for web services, such as finding similar web service operations and finding operations that compose with a given one. The underlying algorithm is based on clustering algorithm that groups parameters names in the collection of web services operations into semantically meaningful concepts. These concepts are leveraged to determine similarity of inputs or outputs of web service operations. This method uses no annotation for web services and they attempt to provide semantic for parameters by relying on the information of WSDL and UDDI. So the clustering is accomplished at the operation level. This clustering method have just focused on the operation matching and input/output matching. Their clustering algorithm is a refinement of agglomerative clustering. The concept clustering is based on association rule by exploiting conditional probabilities of occurrence. This supplement semantic in proposed method for finding similarity between web services has improved the precision and recall. Their engine, however, does not adequately consider data types, which usually reveal important information about the functionalities of Web services.

[19][20] Have proposed a novel technique to mine WSDL documents and cluster them into functionally similar web service groups. A search engine's crawler crawls WSDL documents from the internet and applies off-line the proposed clustering approach to group similar functionally services. WSDL documents are not downloaded; instead, the contents are read directly from the WSDL document URI. So all words have extracted from WSDL document to the vectors. These vectors are clustered into two groups by using the Yahoo search engine to distinguish between function words and content words. For measuring similarity of services, four and five features have been extracted from WSDL document respectively by [19], [20] and special measures are applied for each one and the final similarity is achieved by integrating the partial similarity of each feature.[19] Has utilized the tree-traversing ant algorithm for clustering the web services similar to its content words clustering during features mining.

[20] Has used the Quality Threshold (QT) clustering algorithm to cluster similar Web Services based on the similarity features. It is necessary to mention that they perform a manual classification of the WSDL documents to serve as a comparison point for the clustering algorithms, so the assessment depends on who does the classification. Because of the similar functionalities, [19] name such service clusters as homogeneous service communities. Theoretically, these papers introduced the use of text mining techniques to effectively separate content words from function words, and a spreading activation inspired algorithm for cluster selection. Also the difference between the papers is similarity measures used for various parts.

We try to extract and integrate different aspects of web service description which have useful information and the proposed approach clusters web services in order to reduce the search space and improve query matching.

III. PROPOSED APPROACH

Web service discovery is the process of finding suitable services for a request by applying a matchmaker. The basic requirements of this process are: service description, service publishing, and a description of the requestor’s needs. A suitable discovery approach is one that retrieves required services at a reasonable time and with accepted quality.

It is possible to discover web services based on the parameters entered in the UDDI registry at the publishing phase. However, the registry does not facilitate the matching of web services which provide similar functionality.

Essentially, the idea is to improve the precision of retrieved services in response to user query and to perform web service discovery process in desirable time. Therefore, our objective is to reduce search space in the run time without degrading the precision of the results.

Our current research effort goes in two directions. On the one hand, in the process of intelligent grouping of web services, clustering has been used to create a more relevant set of services due to reducing search space. On the other hand, semantic technologies which are gaining wider use in web applications, typically has been involved in processing of services supported by ontologies. Fig. 1 shows the main steps of our fuzzy clustering approach.

By applying a fuzzy clustering technique in our proposed approach, it brings about some clusters as well as a belonging probability vector assigned for each web service. For each point, the vector includes coefficient giving the degree of belonging to clusters per a cluster, as in fuzzy logic, rather than belonging completely to just one cluster. Thus, points on the edge of a cluster may be in the cluster to a lesser
The vector will be giving useful data in retrieving more accurate ranked list of web services as results for a user’s query without consuming any computing time at the response time. In the clustering algorithm, we find representative objects near the calculated center, called medoids, in clusters. For do this, we model fuzzy k-medoid clustering by k-means clustering algorithm. As the result, there are some clusters with semantic similar web service members.

Ontologies are proposed as means to address semantic heterogeneity among web services. They are used to provide meta-data for effective manipulation of available information including discovering information sources and reasoning about their capabilities. In the context of Web services, ontologies promise to take interoperability a step further by providing rich description and modeling of services properties. As mentioned above, we offer involving semantic in calculating similarity measure of clustering. For do this, before comparing two ontology-base services and calculating similarity between them, we consider their used ontologies. For this purpose, we have profited an ontology matching algorithm [21] to achieve relations between the ontology elements and we assign a score to each similar ontology elements which denote the degree of similarity between them. The similarity between two ontology is calculated by Equation (1, 2, 3) using the score. Then the overall similarity of two ontologies is computed by integrating result of the proposed equation.

\[
similarity(O_1, O_2) = \frac{\sum(score \times w)}{\sum obj O_1 + \sum obj O_2}
\]

\[
similarity(O_1, O_2) = \frac{\sum(score \times w)}{\sum obj O_1 + \sum obj O_2 - (\sum obj O_1 \cap \sum obj O_2)}
\]

At these equations, \(w\) denotes the weight of different objects at ontology. Also \(object\), \(concept\), \(property\) and \(individual\) respectively is the number of all objects, concepts, properties and individuals in a defined ontology. One of the main benefits of describing services with ontology is that discoverers can have access to an unambiguous definition of each part of a web service (e.g., inputs, outputs, operations, etc.). Additionally, in ontology-based semantic web, the software can automate service discovery, verification and monitoring service properties due to the determination of its purpose.

With each web service, there is an associated WSDL file describing its functionality and interface. We have selected the following sections as important parts of our approach:

- Name and text description,
- Annotations: A web service may be annotated by ontology files or ontology elements,
- Operation descriptions, and
- Input/output descriptions

Fig. 2 shows an example of WSDL file and its parts.

Since different developers implement different services, and may use different coding conventions, it is necessary to preprocess WSDL documents before carrying out some operations. So each web service description is assumed to be similar to a document.

In the preprocessing stage, we remove the stop words and then obtain the word stem. We have a richer stop word collection that is specialized for web service domain. This means that the collection contains words that are solely stop words in the web service domain. This specialization makes it possible to achieve more refined words and better results. Another element in this step is word resolution which is performed by separating distinct words in each phrase (for example, phrase "BookAuthorService" converts to "Book-Author-Service"). This type of phrase is seen more in web service descriptions so the word resolution preprocessing step is expected to have a favorable effect on the final results.

In the next step, we extract preprocessed words from web service description as published. The word extraction process is more different from a usual document. The main difference is that we have extracted words with their position in the web service description instead of a bag of identical words.
have exploited the XML-structure of web service description [22] and the position is determined based on the tree structure. This means that we obtain some sub trees for each word and the words are only meaningful in their assigned sub trees. This structure causes differentiation between "book" in the input parameter and "book" in the output parameter. So we call each word and its position pair as positional-term and denote it by pt(p; t).

At this stage, the input data is prepared for computing the weight. The weight of each word determines the importance of it within the test data set. We have used the TF-IDF measure because some studies show that it is more suitable for weighting words in web service descriptions and that this method outperforms other approaches in most cases. Formally:

\[
tf_{i,j} = \frac{n_{i,j}}{\sum_k n_{k,i}}
\]

(4)

\[
idf_t = \log\frac{|WS|}{|ws : pt_t \in ws|}
\]

(5)

\[
weight(ws, t, pt) = tf_{i,j} \times idf_t
\]

(6)

Given a vector space model, the service vectors are presented by (ws1, ws2; ..., wsm) where xi = (x1i; x2i; ...; xdi) represents the weighted positional-terms for wsi, n denotes the total number of services and xij is the normalized frequency of the jth positional-term in the service.

Clustering methods identify objects with similar characteristics in a data set and form groups of similar objects as a cluster. There are other similarity measures for finding the nearest neighbors. Cosine measure is widely used and it is superior to other similarity metrics in terms of retrieval effectiveness [23]. We have used a variant of the cosine measure (Equation 7) based on the XML-tree structure [22] for computing final score similarity. Formally:

\[
similarity(ws_1, ws_2) = \frac{\sum_{p_t \in B, \sum_{p_t \in B} \sum_{i \in V} \text{match}(p_t \cdot p_t) \times \text{weight}(ws, t, pt)}{\sqrt{|ws_1| \times |ws_2|}}
\]

(7)

Where

\[
|WS| = \sqrt{\sum_{p_t \in B, t \in V} \text{weight}^2(ws, t, pt)}
\]

(8)

\[
\text{match}(p_t \cdot p_t) = \begin{cases} 
0 & \text{if } p_t \cdot p_t \text{ does not match } p_t \\
\frac{1 + |p_t|}{\alpha + |p_t|} & \text{if } p_t \cdot p_t \text{ matches } p_t
\end{cases}
\]

(9)

B: positional-terms set
Pt1: a positional-term in ws1
Pt2: a positional-term in ws2
V: terms set

Equation (9) compares two positional-terms. When they have no matching, it returns 0 but if they have any matching, the returned number is based on a factor which indicates the extent of matching, i.e. if they match completely, α is equal to 1.

By applying Equation (7) to our web service vector space model, semantic similarity between web services is obtained. And in the calculating similarity, where vector feature is about ontology, ontology matching equations are used.

Next, the fuzzy clustering method divides the space into subspaces, known as clusters which \{C1; C2; ...; Ck\} denote the k clusters of services. A cluster is centered on an average vector, known as the center. Our fuzzy clustering method has a different centroid meaning. Due to our special modeling of web services, we find that avoiding a dummy center may lead to an increase in the result.

Our proposed clustering method has obtained clusters with highly correlation because the similarity measure is based on composition of service structure and semantics. Fuzzy k-means algorithm minimizes intra-cluster variance as well, but has the same problems as k-means; the algorithm does not ensure that it converges to an optimal solution; because the initial centroids (the initial values for matrix U) are randomly initialized so the minimum is a local minimum. It should mention that the number of clusters reported by FCM is less or equal to k (there is a possibility to obtain empty clusters). Also fuzzy clustering organizes spherical clusters of approximately the same size.
IV. EXPERIMENTAL RESULT

Web service clustering is about discovering novel, interesting and useful patterns from structural-term which have extracted from services. Web services are approximately large dimensional data elements which are not the same as documents and web service clustering requires a preprocessing task to convert the raw data into valuable ones.

We have implemented the modules of our described algorithm in Java. The experimental results of clustering are provided for data sets with 20, 50, 100 and 200 semantic web services which have been selected randomly from the SAWSDL-TC1 [24].

The collection is intended to support the evaluation of the performance of SAWSDL service matchmaking algorithms. SAWSDL-TC1 has been semi-automatically derived from OWLS-TC2.2. SAWSDL-TC1 provides 894 semantic web services written in SAWSDL (for WSIDL1.1) from 7 domains (education, medical care, food, travel, communication, economy and weapon). The concepts used in the service input/output parts refer to 26 defined ontologies (.owl files) in the collection that all of them are included in our data set.

Here, the performance of the proposed algorithm has been evaluated in terms of the Minkowski score [25], $V_{PF}$ and $V_{PC}$ cluster validity index [26]. We show result of proposed clustering method for a set of $n$ web services as an $n \times n$ matrix $Fm$, where:

$$Fm_{i,j} = \begin{cases} 1 & \text{if service } i \text{ and } j \text{ are in the same cluster} \\ 0 & \text{otherwise} \end{cases}$$

(10)

Matrix $Jm$ is the reference clustering result and Minkowski score ($MS$) is defined as:

$$MS(Jm, Fm) = \frac{|Jm - Fm|}{|Jm|}$$

(11)

Where

$$|Jm| = \sqrt{\sum_{i,j} Jm_{i,j}}$$

(12)

The score is the normalized distance between the two matrices. Lower Minkowski score implies better clustering solution, and a perfect solution will have a score zero.

Table 1 shows the $MS$ for the algorithm. As can be inferred from the table, the clustering algorithm is performed approximately well at the data sets and whatever the number of services increase, the proposed clustering method performs better.

$V_{PC}$ Bezdek Partition Coefficient and $V_{PF}$ Partition Entropy are defined as below:

$$V_{PF}(U) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{k} \mu_{i,j} \log \mu_{i,j}$$

(14)

$\mu_{i,j}$ is belonging degree of service $i$ to cluster $j$. Table 2 shows the $V_{PC}$ and $V_{PF}$ index for the clustering algorithm. The result shows that the proposed clustering method in $k = 5$ has better behavior. These two indexes essentially measure the distance $U$ from being crisp. The results demonstrate the proposed clustering approach is self-proved.

One of the objectives of our proposed approach is grouping similar web services by applying clustering technique as well as reducing the search space. Although this reduction is more profitable in discovery relevant services to user query but it would deduct accuracy of result by searching in a candidate cluster (one or two cluster). So we have decided to apply fuzzy clustering because objects on the boundaries between several classes are not forced to fully belong to one of the clusters. Membership degrees between zero and one are used in fuzzy clustering instead of crisp assignments of the data to clusters that indicate their partial membership.

Therefore, by applying the clustering method on the web service data set, we reduce search space to one or two cluster space at the discovery process on run time. While a cluster space is smaller than the whole space, search time is reduced significantly and this would be a valuable phase at web service discovery process.

While web services technology has clearly influenced positively the potential of the web infrastructure by providing programmatic access to information and services. Semantic web services are emerging as a promising technology for the effective automation of services discovery, combination, and management. So this approach by inclusion ontology provides automation support to facilitate effective discovery, combination, and management of services. Furthermore, the possibility to calculate the semantic distance between two sets of concepts (two ontologies) finds a natural application in the agent field, in particular for improving the agents that serve their human owners, by exploring the semantic web and looking for useful services.

**TABLE 1. EVALUATION OF FUZZY CLUSTERING BY MINKOWSKI**

<table>
<thead>
<tr>
<th>Data Set</th>
<th># of Services</th>
<th># of Unique Terms</th>
<th>Avg. Service Length</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>20</td>
<td>1072</td>
<td>61</td>
<td>0.375604</td>
</tr>
<tr>
<td>DS2</td>
<td>50</td>
<td>1959</td>
<td>64</td>
<td>0.381854</td>
</tr>
<tr>
<td>DS3</td>
<td>100</td>
<td>2843</td>
<td>72</td>
<td>0.409645</td>
</tr>
<tr>
<td>DS4</td>
<td>200</td>
<td>5278</td>
<td>74</td>
<td>0.302017</td>
</tr>
</tbody>
</table>

**TABLE 2. EVALUATION OF FUZZY CLUSTERING BY VALIDITY**

<table>
<thead>
<tr>
<th>Number of Cluster</th>
<th>$V_{PC}$</th>
<th>$V_{PF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.67</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>0.71</td>
<td>0.18</td>
</tr>
<tr>
<td>5</td>
<td>0.75</td>
<td>0.15</td>
</tr>
<tr>
<td>6</td>
<td>0.63</td>
<td>0.20</td>
</tr>
<tr>
<td>7</td>
<td>0.52</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>0.49</td>
<td>0.28</td>
</tr>
<tr>
<td>9</td>
<td>0.42</td>
<td>0.31</td>
</tr>
<tr>
<td>10</td>
<td>0.40</td>
<td>0.56</td>
</tr>
</tbody>
</table>
V. CONCLUSION AND FUTURE WORK

As the number of web services grows, the problem of searching for relevant services becomes more critical in the discovery process. This paper proposes a new algorithm for fuzzy K-medoids web services clustering which runs like the K-means. The proposed algorithm calculates the distance matrix once and uses it for finding new medoids at every iterative step. Also we present a new semantic similarity measure in the fuzzy clustering method for web services and describe the algorithm in detail. Our algorithm exploits the XML-structure of WSDL file and ontology for supporting semantic in our proposed method.

One of our contributions is compatibility with the current UDDI registry infrastructure and it imposes no modifications. In the other words, we have discussed how to introduce the method of embodying ontologies into unsupervised learning in order to consider the term semantics in the preview of linguistics. So the fuzzy web services clustering scheme is enhanced with semantic analysis mechanism.

We test our algorithm on a data set with 20, 50, 100 and 200 web services on seven domains due to time limit for preprocessing. However, we intend to extend our sample by experiment our algorithm on a example, our algorithm detects web services which sound diverse but are semantically similar. Fuzzy clustering is representative for the method of overlapping clustering. It uses fuzzy sets to cluster data, so each point may belong to two or more clusters with different degrees of membership. It appears that the proposed method would improve the web services larger data set with services on variant domains. The experimental results show that our method significantly improves finding semantic similarity between services and perform well overall. For discovery process by reducing search space and time and increasing the precision of results. On the other hand, at the run time it needs not to be investigating all of data. The resulting web service semantic-based partition improves services understanding and browsing and reveals its internal structure.

Since developing web service technology, the main trend is moving toward when without human intervention; agent can discover and select required services to configure systems. Our proposed approach by exploring semantics and automatically looking for useful services is applicable in particular for improving agent. Furthermore, one of the applications of this method is web service mashups because of grouping relevant services based on semantics.

It also provides a good starting point for the development of practical service search engines. The web service clusters of our approach provide systems with access to redundant services in the case of a failure. So fault-tolerant capabilities support the search engine.

A future extension to our work also includes expanding our approach to an automatic web service discovery. We project to develop a two-step web service discovery which first step is done by exploiting proposed clustering method. On the other hand, after semantically organize potential similar services into clusters; it is possible to retrieve automatically relevant services with user query.

As a future work, it has the potential to evaluate the proposed method of calculating the mutual information similarity of objects in the ontology to create the ontology in different field or a complete common ontology. In the other word, it would help in the ontology integration.
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