Wireless-Powered Cooperative Spectrum Sharing Networks with Full-Duplex and NOMA Transmissions

Azar Hakimi
Faculty of Engineering
SKU University
Shahrekord, Iran
Hakimi@stu.sku.ac.ir

Mohammadali Mohammadi*, Zahra Mobini
Faculty of Engineering
SKU University
Shahrekord, Iran
{m.a.mohammadi, z.mobini}@sku.ac.ir

Received: 10 August 2018 - Accepted: 22 April 2019

Abstract—We consider a non-orthogonal multiple access (NOMA) cooperative spectrum sharing network, where a multi-antenna secondary transmitter assists transmission of a primary transmitter-receiver pair, and at the same time transmits to a secondary receiver. The secondary transmitter is assumed to be full-duplex and energy-constrained. Therefore, secondary transmitter replenishes its battery storage via energy harvesting from an energy access point located in its vicinity. In order to cancel the self-interference at the secondary transmitter, two zero-forcing (ZF)-based beamforming schemes and one maximum ratio combining/maximum ratio transmission (MRC/MRT) scheme are designed. Then, corresponding outage probability analysis of the primary and secondary networks with proposed beamforming schemes are derived. Outage probability results are used to study the delay-constrained throughput of the system. Our results suggest that by utilizing ZF-based beamforming schemes, significant performance improvement can be achieved compared to the half-duplex counterpart. Moreover, our results indicate that proposed ZF-based schemes achieves a zero-diversity order.
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I. INTRODUCTION

Full-duplex (FD) communication, which is potentially able to double the spectral efficiency as compared with the half-duplex (HD) counterpart, has been recently touted as a promising technology in the emerging wireless communication systems such as fifth generation (5G) cellular networks due to its potential [1]. However, the key challenge in practical FD systems is the residual self-interference (SI) which considerably limits its application [2]. To overcome the SI, several analog and digital domain SI cancellation techniques have been proposed in the literature [1]. Analog domain SI suppression is performed using passive isolation techniques such as placing radio frequency (RF) absorber material between antennas and use of narrow beam width directional antennas [2]. Digital SI cancellation is applied after analog SI cancellation reduce the SI signals as low as the receiver noise floor. Recent advances in SI cancellation methods have made FD transceivers feasible in practice. Specifically, single antenna FD
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implementations rely on analog SI cancellation, digital SI cancellation, and antenna based SI suppression [3]. In case of multi-antenna systems, spatial suppression through applying zero-forcing (ZF), null-space projection and antenna selection has received a lot of research interest to efficiently suppress/cancel SI [4]-[6].

Cognitive radio (CR) is another promising candidate to improve the spectral efficiency of the future mobile communication system. In the CR networks, secondary users (SUs) can access the primary users’ (PUs) licensed spectrum via underlay or overlay strategies [7]. In the underlay strategy, the SUs are allowed to transmit over PUs spectrum as long as they meet the interference constraint of the PUs. In overlay networks, SUs cooperatively assists the PUs and in return they are allowed to simultaneously transmit over the licensed spectrum [8]. Furthermore, by adopting FD nodes, remarkable improvement in spectral efficiency over CR networks can be achieved [9]. A survey of research on FD enabled CR networks has been provided in [10].

On the other hand, non-orthogonal multiple access (NOMA) has gained more attention as a candidate multiple access technique in 5G for simultaneously serving multiple users over the same spectrum [11]-[14]. Users that are exposed to lack of spectrum or have week channel conditions can cooperate with NOMA users and transmit over the same spectrum. NOMA techniques are primarily classified into two categories, namely, code-domain NOMA and power-domain NOMA [12]. Power-domain NOMA multiplexes multiple users at the transmitter with different power levels and deploys multiuser detection algorithms such as successive interference cancellation (SIC) at the receivers to decode the received signals. The integration of NOMA with CR networks has been investigated in a few recent studies [15]-[18]. Specifically, the authors in [15] investigated multicast/unicast transmissions in a downlink CR-NOMA system. The authors in [16] studied the application of NOMA in large-scale CR networks by using tools from stochastic geometry. A cooperative mechanism for a NOMA-assisted multicast CR network has been proposed in [17]. In [18], a cooperative NOMA system was analyzed wherein an access point (AP) communicates to one SU via the help of a dedicated FD multi-antenna relay, while at the same time the AP directly transmits to a SU.

Meanwhile, energy efficiency is also an important concern in 5G [19]. In this regard, radio frequency (RF) energy harvesting is a promising approach to improve the energy efficiency, where directed RF signals are used to power the wireless devices [20]. In this context, two main approaches have been investigated in the literature known as (ii) simultaneous wireless information and power transfer (SWIPT) and (i) wireless power transfer (WPT). WPT refers to the case where dedicated external energy sources such as energy access point (EAP) are deployed to power wireless devices, while in SWIPT, source’s signal conveys both energy and information to the energy-constraint receiver. Performance of an energy-constrained cooperative NOMA system has been studied in [21], at which NOMA near user is wirelessly powered to relay the far user's information. A wirelessly-powered NOMA system has been studied in [22], where an FD transmitter harvests energy from a dedicated energy source and its own loop channel, while transmits information to the NOMA users at the same time.

Motivated by the energy efficiency and energy efficiency requirements of the 5G wireless networks we integrate the FD communications, NOMA technique, and WPT into cooperative spectrum sharing network. Specifically, an energy-constraint FD multi-antenna secondary transmitter (STx) is deployed as a relay to serve both primary-receiver (PRx) and secondary-receiver (SRx) at the same time by using NOMA transmission. STx powers its battery storage from RF signals transmitted by a dedicated EAP.

The main contributions of this paper are as follows:

- We propose two zero forcing (ZF)-based beamforming designs to mitigate the SI at the FD STx. Delay-constrained throughput expressions for the proposed beamforming designs are derived. Furthermore, we develop the system's delay-constrained throughput of a benchmark scenario, where maximum ratio combining (MRC) and maximum ratio transmission (MRT) principles are used the receive and transmit beamformer design.
- High signal-to-noise ratio (SNR) approximations of the outage probability are presented for the proposed beamforming designs, which facilitate gaining insights into the impact of the system parameters on the system performance.
- We further analyze the HD spectrum sharing counterpart in terms of the outage probability and delay-constraint throughput, to illustrate the gains achieved by the FD operation.

Notation: Bold upper case letters are used to denote matrices; bold lower case letters are used to denote vectors. The superscripts $(\cdot)^T$, $(\cdot)^H$, and $\| \cdot \|$ stand for transpose, conjugate transpose, conjugate, and the Euclidean norm of the vector, respectively; $Pr(A)$ denotes the probability of event $A$; $\hat{A}$ denotes the complementary event of $A$; $f_X(\cdot)$ and $F_X(\cdot)$ denote the cumulative distribution function (cdf) and probability density function (pdf) of the random variable (RV) $X$, respectively; $\mathbb{E}[\cdot]$ stands for the expectation of the random variable $x$; $CN(0, \sigma^2)$ denotes a circularly symmetric complex Gaussian RV $x$ with variance $\sigma^2$; $\Gamma(a)$ is the Gamma function; $\Gamma(a, x)$ and $\gamma(a, x)$ is the upper incomplete and lower incomplete Gamma function, respectively [23, Eq.(8.350)]; $K_\nu(\cdot)$ is the vth order modified Bessel function of the second kind [23, Eq. (8.432)]; $W_{2}\nu(\cdot)$ is the Whittaker function [23, Eq. (9.222)]

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider a spectrum sharing network in which a PTx and an STx communicate with their receivers PRx and SRx, respectively. However, due to the high path-loss and
heavy shadowing, direct link between the PTx and the PRx is not available. It is assumed that the STx acts as an intermediate node and relays the primary message, and instead, it simultaneously reaches the spectrum by using NOMA. In other words, using NOMA allows the STx to serve both PRx and SRx at the same time and on the same channel. Each node is equipped with a single antenna, except the STx that is equipped with $N_T$ antennas to transmit signals and $N_a$ antennas to receive signals. Besides, we consider that the STx is an energy-constrained node and refills its battery via a dedicated EAP. For this purpose, the STx employs a time-switching (TS) protocol [6]. We further assume that the PRx is located in the vicinity of the STx at distance $d_3$, while the SRx is located far from the STx at distance $d_4$ ($d_4 > d_3$).

All network’s channels are assumed to undergo flat Rayleigh fading. Therefore, all channels remain constant during each block of transmission but vary independently over different blocks. Let $h_{i} \in \mathbb{C}^{N_R \times 1}$, $h_{j} \in \mathbb{C}^{N_R \times 1}$, $h \in \mathbb{C}^{N_R \times 1}$, and $h_{i} \in \mathbb{C}^{N_R \times 1}$ denote the channel spanning from EAP to STx, from PRx to STx, from STx to PRx, and from STx to SRx, respectively. The entries of $h_{i}$, $i \in \{1,2,3,4\}$ are assumed to be independent identically distributed (i.i.d) zero mean complex Gaussian RVs with variance $\beta_{h_{i}}$, which models the path loss effect for the corresponding link.

A. Energy Harvesting Phase

The first phase of transmission is devoted to harvesting energy at the STx using TS protocol. At a fraction of the transmission block time $T$, i.e., $\alpha T$, the STx harvests energy from the EAP, where $0 \leq \alpha \leq 1$. Hence, during the first phase the received signal at the STx can be expressed as

$$y_{ST,1}[i] = \sqrt{\beta_{h_{i}}P_{EA}}h_{i}x_{i}[i] + w_{ST}^{\dagger}n_{ST}[i],$$

where $P_{EA}$ denotes the EAP’s transmit power, $x_{i}[i]$ is the energy symbol transmitted from EAP, $w_{i} \in \mathbb{C}^{N_R \times 1}$ is the energy beamformer at the STx, and $s_{ST}[i] \sim \mathcal{CN}(0, \sigma_{s_{ST}}^2 I_{N_R})$ denotes the additive white Gaussian noise (AWGN) at STx.

Similar to [6], we ignore the amount of harvested energy from the noise. Thus, the harvested energy and subsequently the transmit power at the STx are obtained as

$$E_{ST} = (\eta \beta_{h_{i}} P_{EA} |w_{i}^\dagger h_{i}|^2) \alpha T,$$

and

$$P_{ST} = \kappa \beta_{h_{i}} P_{EA} |w_{i}^\dagger h_{i}|^2,$$

respectively, where $\kappa = \frac{na}{1-a}$ and $\eta$ denotes the RF-to-DC conversion efficiency. It can readily show that the optimal $w_{i}$ in order to maximize the harvested power at the STx, is $w_{i} = \frac{h_{i}}{||h_{i}||}$ which results in $P_{ST} = \kappa \beta_{h_{i}} P_{EA} |h_{i}|^2$.

B. Information Transfer Phase

In the information transfer phase, PTx sends its message to the STx in the remained time, $(1-\alpha) T$. Therefore, during the second phase, the received signal at the STx can be expressed as

$$y_{ST,2}[i] = \sqrt{\beta_{h_{i}} P_{PT}}h_{2}x_{PR}[i] + w_{ST}^{\dagger}H_{SI}w_{i}x_{SR}[i]$$

$$+ w_{ST}^{\dagger}n_{ST}[i],$$

where $P_{PT}$ is the transmit power of PTx, $w_{i} \in \mathbb{C}^{N_R \times 1}$ and $h_{2} \in \mathbb{C}^{N_R \times 1}$ are the receiver and transmit beamformers at the FD STx, respectively, and $x_{PR}[i]$ is the transmit signal of the PTx. $x_{SR}[i] = \sqrt{a_{1}P_{ST}x_{SR}[i]} + \sqrt{a_{2}P_{ST}x_{SR}[i]}$ denotes the superimposed signal that the STx, transmits to the receivers where $x_{SR}[i]$ is the information symbol intended for SRx, $P_{ST}$ is the transmit power of STx, and $a_{1}$ are the power allocation coefficients, such that $a_{1} + a_{2} = 1$ and $a_{1} < a_{2}$ (since we assume that SRx is located farther to STx than PRx and needs more power allocation coefficient to decodes its message). Similar to [4], we model the elements of the $N_R \times N_T$ SI channel $H_{SI}$ as i.i.d. $\mathcal{CN}(0, \sigma_{H_{SI}}^2)$ RVs.

Accordingly, the received signal-to-interference-plus-noise ratio (SINR) at the STx can be written as

$$\gamma_{ST} = \frac{\beta_{h_{i}} P_{PT} |w_{i}^\dagger h_{2}|^2}{\kappa \beta_{h_{i}} P_{EA} |h_{i}|^2 |w_{ST}^{\dagger}H_{SI}w_{i}|^2 + \sigma_{ST}^2},$$

Eq. (5) represents the required SINR at the STx to decode PTx’s information. Then, the STx superimposes its message with PTx’s information decoded at the STx and transmits it to the PRx and SRx. In Eq. (5), we used the fact that $\mathbb{E}(x_{PR}x_{PR}^{\dagger}) = \mathbb{E}(x_{SR}x_{SR}^{\dagger}) = 1$. As a result, in the second phase, PRx and SRx receive signals as following

$$y_{PR}[i] = \sqrt{\beta_{h_{i}} P_{ST}}h_{i}w_{i}x_{SR}[i] + n_{PR}[i],$$

and

$$y_{SR}[i] = \sqrt{\beta_{h_{i}} P_{ST}}h_{i}w_{i}x_{SR}[i] + n_{SR}[i],$$

respectively, where $n_{PR}[i] \sim \mathcal{CN}(0, \sigma_{PR}^2)$ and $n_{SR}[i] \sim \mathcal{CN}(0, \sigma_{SR}^2)$ are AWGN at the PRx and the SRx, respectively. Based on NOMA principals, successive interference cancellation (SIC) is performed at the PRx, since it has better channel condition, in order to detect and subtract its counterpart message from its received signal. Then, PRx decodes
its own message from the remained signal. Thus, the received SINR at the PRx to detect SRx’s message, $\gamma_{\text{PR}}$, is given by

$$\gamma_{\text{PR}} = \frac{\beta_h \beta_s \alpha_2 \kappa_2 \rho_E A \|h\|^2 \|w\|^2}{\beta_h \beta_s \alpha_1 \kappa_2 \rho_E A \|h\|^2 \|w\|^2 + \sigma_R^2}. \quad (8)$$

Consequently, the desired information of PTx can be achieved after decoding and subtracting the $\gamma_{\text{SR}}$ from the received signal at the PTx. Thus, the desired SNR at PRx for decoding its own signal is given by

$$\gamma_{\text{PR}} = \frac{\beta_h \beta_s \alpha_2 \kappa_2 \rho_E A \|h\|^2 \|w\|^2}{\beta_h \beta_s \alpha_1 \kappa_2 \rho_E A \|h\|^2 \|w\|^2 + \sigma_R^2}. \quad (9)$$

Based on the NOMA nature, the user that suffers poor channel condition considers its counterpart message as interference and decodes its message. Subsequently, the required SNR at the SRx to decode its message is as following

$$\gamma_{\text{SR}} = \frac{\beta_h \beta_s \alpha_2 \kappa_2 \rho_E A \|h\|^2 \|w\|^2}{\beta_h \beta_s \alpha_1 \kappa_2 \rho_E A \|h\|^2 \|w\|^2 + \sigma_R^2}. \quad (10)$$

III. BEAMFORMING DESIGN

In this section, we provide low complexity joint receive/transmit beamforming designs for end-to-end SINR maximization. Specifically, based on ZF SI cancellation, receive/transmit beamforming vectors at the STx are designed [5], [6].

A. TZF Scheme

We apply MRC at the STx input, i.e., $w_t^{MRC} = \frac{h_t}{\|h_t\|}$ and then by substituting $w_t^{MRC}$ into (5), the transmit beamforming vector at the STx can be obtained using the ZF criterion such that

$$\max_{\|w_t\| = 1} \|h_t^* w_t\|^2, \quad s.t. \quad h_t^* h_{SI} w_t = 0. \quad (11)$$

Following similar steps in [6], it can be readily checked that $B = h_t^* h_s h_{SI}^*$ is a rank-one Hermitian matrix with eigenvalue $\lambda = \|h_t^* h_{SI}^*\|^2$ and eigenvector $x = \frac{h_t^* h_s}{\|h_t^* h_s\|}$. Accordingly, by using the eigenvalue decomposition of $B$, i.e., $x^* (I - \frac{1}{\lambda} B) = 0$ we get

$$x^* (I - \frac{1}{\lambda} B) w_t = 0, \quad \forall w_t \neq 0.$$ Comparing this with the ZF constraint in (11), we obtain $w_t = C w_t$, where $C = I_N - \frac{h_{SI} h_s^*}{\|h_{SI} h_s^*\|^2}$, without violating the ZF constraint. Therefore, the objective function in (11) reduces to $\|h_t^* C w_t\|^2$ which is maximized with $w_t = \frac{c}{\|c\|}$. Note that $C$ is an idempotent matrix and hence $C = C^2$. Moreover, since $\|w_t\| = 1$, it is clear that $k_c = \frac{1}{\|c\|^2}$ Consequently, the transmit beamformer for the TZF scheme is

$$w_t^{ZF} = \frac{C h_t}{\|C h_t\|} \quad (12)$$

B. RZF Scheme

With RZF scheme, we set $w_t$ according to MRT concept, i.e., $w_t^{MRT} = \frac{h_t}{\|h_t\|}$, and then by plugging it into (5), the receive beamformer $w_r$ can be obtained by solving

$$\max_{\|w_r\| = 1} \|h_t^* w_r\|^2, \quad s.t. \quad w_r^* h_{SI} h_s = 0. \quad (13)$$

By using similar steps as in the TZF design, the combining vector $w_r$, is obtained as

$$w_r^{ZF} = \frac{D h_s}{\|D h_s\|} \quad (14)$$

C. MRC/MRT Scheme

As an alternative beamforming design, we consider MRC/MRT scheme, where receive and transmit beamforming vectors are matched to the receive and transmit link at the STx. Mathematically speaking, the receive and transmit beamforming vectors with MRC/MRT scheme are set as

$$w_t^{MRC} = \frac{h_s}{\|h_s\|} \quad \text{and} \quad w_t^{MRT} = \frac{h_t}{\|h_t\|} \quad (15)$$

respectively. It is worth mentioning that MRT/MRC scheme is suitable for low complexity FD systems as they do not need to estimate the SI channel. Moreover, MRT/MRC scheme is preferred for HD scenarios and hence it is interesting to characterize its achievable performance in the FD case [24].

IV. PERFORMANCE ANALYSIS

In this section, we characterize the performance of the primary and secondary networks with proposed beamforming designs. Specifically, we derive the delay-constrained throughput of the system and derive outage probability expressions.

A. Delay-Constrained Throughput

We consider the delay-constrained scenario, where the source transmits at a constant rate $R_c$ bits/sec/Hz. The average delay-constrained throughput of the primary and secondary networks with proposed beamforming schemes can be computed as [6]

$$R_{0,PU}^i = (1 - P_{out,PU}^i) R_c (1 - \alpha), \quad (16)$$

and

$$R_{0,SI}^i = (1 - P_{out,SI}^i) R_c (1 - \alpha), \quad (17)$$

where $P_{out,PU}^i$ and $P_{out,SI}^i$ are the outage probability of the primary and secondary networks, respectively, and $i \in \{\text{TZF, RZF, MRC, HD}\}$. Therefore, in order to evaluate the delay-constrained throughput of the considered system, we need to derive the exact outage probability of the system. In the following, we provide outage probability expressions for the primary and
B. Outage Probability Analysis

Outage probability is an important performance metric for wireless networks, which is defined as the probability that the instantaneous SINR falls below a predefined threshold. Let \( \theta_1 = 2 \frac{\kappa_1}{\beta_1} - 1 \) and \( \theta_2 = 2 \frac{\kappa_2}{\beta_2} - 1 \), where \( R_1 \) and \( R_2 \) are the transmission rates at primary and secondary networks, respectively.

An outage event at the primary network occurs when STx fails to decode \( x_{PR} (A_1) \), or STx can decode \( x_{PR} \) but PRx detect \( x_{SR} \) incorrectly \( (A_2) \), or PRx detect \( x_{SR} \) but decode \( x_{PR} \) incorrectly \( (A_3) \). Therefore, the outage probability of the PRx can be mathematically expressed as

\[
P_{out,PR}^i = P_{1} + (1 - P_{1}) (1 - P_{2})
\]

where \( i \in \{ \text{TZF, RZF, MRC} \} \), \( P_{1} = Pr(A_1) \) and \( P_{2} = Pr(A_1') \).

Furthermore, the outage event at the SRx is happened when the SRx’s SINR falls below a predetermined threshold, \( \theta_2 \), which is mathematically expressed as

\[
P_{out,SR}^i = Pr(\gamma_{SR} < \theta_2).
\]

In what follows, we present key results for the outage performance of the system with proposed beamforming schemes.

1) TZF Scheme

By substituting \( \mathbf{w}_{TZF} \) into (8) and (9), the SINR \( \gamma_{PR,SR}^{TZF} \) and \( \gamma_{PR}^{TZF} \) are respectively given by

\[
\gamma_{PR,SR}^{TZF} = \frac{c_3 \| \mathbf{h}_r \|^2 \| \mathbf{h}_f \|^2}{c_1 \| \mathbf{h}_r \|^2 \| \mathbf{h}_f \|^2 + \sigma_f^2}
\]

\[
\gamma_{PR}^{TZF} = \frac{c_3 \| \mathbf{h}_r \|^2 \| \mathbf{h}_f \|^2}{c_1 \| \mathbf{h}_r \|^2 \| \mathbf{h}_f \|^2 + \sigma_f^2}
\]

By substituting \( \mathbf{w}_{MRC} \) and \( \mathbf{w}_{TZF} \) into (5), the SINR \( \gamma_{ST}^{TZF} = c_2 \| \mathbf{h}_2 \|^2 \) is obtained. Where \( c_2 = \beta_2 \beta_k \alpha_2 K P_{EA} \), \( c_1 = \beta_2 \beta_1 \alpha_2 K P_{EA} \), and \( c_2 = \beta_2 P_{PT} \) with \( \rho_{PT} = \frac{P_{PT}}{\sigma_f^2} \). The main result for TZF design is provided in the following proposition.

**Proposition 1:** The exact outage probability of the primary network with the TZF design at the FD STx, is obtained as

\[
P_{out,PR}^{TZF} = P \left( N_R - \frac{\theta_2}{c_2} \right) + Q \left( N_R - \frac{\theta_2}{c_2} \right) \left( 1 - \frac{2}{\Gamma(N_R)} \sum_{m=0}^{N_R-2} \frac{N_R + m - 2}{m!} K_{N_R - m(2\sqrt{\xi})} \right)
\]

where \( P(a,x) = \frac{\Gamma(a,x)}{\Gamma(a)} \times Q(a,x) \), \( \Gamma(a,x) = \frac{\Gamma(a)}{\Gamma(a)} \), and \( \mu = \max \left( \frac{\sigma_f^2 \theta_1}{\sigma_f^2 \theta_1}, c_1 \right) \).

**Proof:** See Appendix A.

We now look into the high SNR regime to get more insights on the system design.

**Proposition 2:** In the high SNR regime, i.e., \( \rho_{PT} \to \infty \), the outage probability of the primary network with the TZF design can be approximated as

\[
P_{out,PR}^{TZF} \approx 1 - \left( \frac{2}{\Gamma(N_R)} \sum_{m=0}^{N_R-2} \frac{N_R + m - 2}{m!} K_{N_R - m(2\sqrt{\xi})} \right) \times \left( 1 - \Psi_{TZF} \frac{1}{\rho_{PT}} \right)
\]

where \( \Psi_{TZF} = \frac{1}{\Gamma(N_R+1)} \left( \frac{\theta_2}{\beta_2} \right)^{N_R} \).

**Proof:** See Appendix A.

Proposition 2 indicates that the TZF scheme achieves a floor at high SNR regime and thus exhibits a zero-diversity order behavior.

In order to derive the outage performance of the secondary network, we first need to obtain \( \gamma_{SR}^{TZF} \). To this end, by substituting \( \mathbf{w}_{TZF} \) into (10), \( \gamma_{SR}^{TZF} \) can be derived as

\[
\gamma_{SR}^{TZF} = \frac{c_3 \| \mathbf{h}_r \|^2 \| \mathbf{h}_f \|^2}{c_1 \| \mathbf{h}_r \|^2 \| \mathbf{h}_f \|^2 + \sigma_f^2}
\]

where \( c_3 = \beta_2 \beta_1 \alpha_2 K P_{EA} \), and \( c_4 = \beta_2 \beta_1 \alpha_2 K P_{EA} \).

**Proposition 3:** The exact outage probability of the secondary network with the TZF design can be obtained as

\[
P_{out,SR}^{TZF} = 1 - \left( \frac{2}{\Gamma(N_R)} \sum_{m=0}^{N_R-2} \frac{N_R + m - 2}{m!} K_{N_R - m(2\sqrt{\xi})} \right)
\]

**Proof:** See Appendix C.

2) RZF Scheme

By substituting \( \mathbf{w}_{MRC} \) and \( \mathbf{w}_{TZF} \) into (5), the SINR \( \gamma_{ST}^{RZF} = c_2 \| \mathbf{h}_2 \|^2 \) is obtained. Where \( c_2 = \beta_2 \beta_1 \alpha_2 K P_{EA} \), \( c_1 = \beta_2 \beta_1 \alpha_2 K P_{EA} \), and \( c_2 = \beta_2 P_{PT} \) with \( \rho_{PT} = \frac{P_{PT}}{\sigma_f^2} \). The main result for RZF design is provided in the following proposition.

**Proposition 4:** The exact outage probability of the primary network with the RZF design at the FD STx is obtained as

\[
P_{out,PR}^{RZF} = P \left( N_R - \frac{\theta_2}{c_2} \right) + Q \left( N_R - \frac{\theta_2}{c_2} \right) \left( 1 - \frac{2}{\Gamma(N_R)} \sum_{m=0}^{N_R-2} \frac{N_R + m - 2}{m!} K_{N_R - m(2\sqrt{\xi})} \right)
\]

where \( \mathbf{w}_{RZF} = c_2 \| \mathbf{h}_2 \|^2 \).
Proposition 1 and thus has been omitted due to space limitation.

To get more insight about the effect of system parameters, we develop an asymptotic expression for the outage probability of the primary network with RZF scheme.

**Proposition 5.** The outage probability of the primary network with RZF scheme in the high SNR regime, i.e., \( \rho_{PT} \rightarrow \infty \), can be approximated as

\[
p_{out,PU}^{\infty,\text{TZF}} \approx 1 - \left( \frac{2}{\Gamma(N_R)} \sum_{m=0}^{N_R-1} \frac{N_R+m}{m!} K_{N_R-m}(2\sqrt{m}) \right)
\times \left( 1 - \Psi_{\text{TZF}} \left( 1 - \frac{2}{\rho_{PT}} \right)^{N_R-1} \right)
\]

where \( \Psi_{\text{TZF}} = \frac{1}{\Gamma(N_R)} \left( \frac{\theta_2}{h_2} \right)^{N_R-1} \).

**Proof:** The proof follows similar steps as in Proposition 2, thus has been omitted.

From (30) we see that the RZF design exhibits a zero-diversity order behavior. Moreover, by comparing (30) and (23), it is clear that RZF scheme outperforms TZF scheme at high SNR regime.

Furthermore, one can readily show that \( \gamma_{\text{PR,TZF}} \) have the same statistics as \( \gamma_{\text{PR,TZF}} \), and therefore \( p_{out,SU}^{\text{TZF}} = p_{out,SU}^{\text{TZF}} \).

### 3) MRC/MRT Scheme

With this scheme, \( \gamma_{\text{PR,SR}}^\text{MRC} \) and \( \gamma_{\text{PR,SR}}^\text{MRT} \) are the same as \( \gamma_{\text{PR,SR}}^\text{RZF} \) and \( \gamma_{\text{PR,SR}}^\text{RZF} \), respectively. Furthermore, by substituting \( \mathbf{w}_t^{\text{MRT}} \) and \( \mathbf{w}_t^{\text{MRC}} \) into (5) we have

\[
\gamma_{\text{ST}}^\text{MRC} = \frac{c_6 \| \mathbf{h}_2 \|^2}{c_6 \| \mathbf{h}_2 \|^2 \mathbf{w}_t^{\text{MRC}} \mathbf{H}_{\text{SR}} \mathbf{w}_t^{\text{MRT}} + \sigma_{PR}^2}
\]

For notational convenience, we define \( c_5 = \beta_2 P_{PT} \) and \( c_6 = \beta_1 P_{EA} \).

**Proposition 6.** The exact outage probability of the primary network with MRC/MRT design is given by

\[
p_{out,PU}^{\text{MRC/MRT}} = I(\theta_2) + \left( 1 - I(\theta_2) \right) \left( 1 - \frac{2}{\Gamma(N_R)} \sum_{m=0}^{N_R-1} \frac{N_R+m}{m!} K_{N_R-m}(2\sqrt{m}) \right)
\]

where \( I(\theta_2) = \int_0^\infty \left( \frac{c_5 x - \theta_2 \mu_{\text{PR}}^2}{\mu_{\text{PR}}^2 \mathbf{c}_5} \right)^{N_R} K_{N_R} \left( 2 \sqrt{\frac{c_5 x - \theta_2 \mu_{\text{PR}}^2}{\mu_{\text{PR}}^2 \mathbf{c}_5}} \right) x^{N_R-1} e^{-x} dx \).

**Proof:** See Appendix D.

Although the integral \( I(\theta_2) \) does not seem to admit a closed-form solution, it can be evaluated numerically using software packages like Matlab and Mathematica. We now derive a closed-form lower bound on the outage probability of the primary network with MRC/MRT design.

**Corollary 1.** The outage probability of the primary user with MRC/MRT design is lower bounded as

\[
p_{out,PU}^{\text{MRC/MRT}} \geq 1 - \left( 1 - \frac{\Gamma(\theta_2)}{\Gamma(N_R)} \left( \frac{c_5}{\theta_2 \mu_{\text{PR}}^2 \mathbf{c}_5} \right)^{N_R} \sum_{m=0}^{N_R-1} \frac{N_R+m}{m!} K_{N_R-m}(2\sqrt{m}) \right)
\times \frac{2}{\rho_{PT}} \left( \frac{c_5}{\theta_2 \mu_{\text{PR}}^2 \mathbf{c}_5} \right)^{N_R-1}
\]

**Proof:** See Appendix E.

Now, we proceed to calculate \( p_{out,SU}^{\text{MRC/MRT}} \). By inspecting \( \gamma_{\text{SR}}^\text{MRC} \), it can be seen that \( \gamma_{\text{SR}}^\text{MRC} \) has the same statistics as \( \gamma_{\text{SR}}^\text{TZF} \), then it can be readily concluded that \( p_{out,SU}^{\text{MRC}} = p_{out,SU}^{\text{TZF}} \).

### V. HALF-DUPLEX TRANSMISSION

In this section, results for the HD spectrum sharing system is provided. HD system is served as a benchmark to evaluate the performance gains achieved by the FD operation.

In the HD spectrum sharing system, STx is assumed to be HD. We first provide a brief description of the HD spectrum sharing fixed signal model. The energy harvesting phase is the same as the FD spectrum sharing system. For the information transmission phase, the remaining \((1 - \alpha)\) portion of block time is equally partitioned into two time slots. Thus, the transmit power at the STx can be expressed as

\[
p_{\text{ST}}^{\text{HD}} = \frac{E_{\text{STA}} T}{(1 - \alpha) T^2} = \frac{k' \beta_5 P_{EA} \| \mathbf{h}_1 \|^2}{\gamma_{\text{ST}}^2},
\]

where \( k' = \frac{2 nr}{3 \alpha} \).

During the first time slot of the information transmission phase, the received signal at the STx is given by

\[
y_{\text{ST},1}[f] = \sqrt{\beta_2 P_{PT} \mathbf{w}_t^H \mathbf{h}_2 x_{\text{PR}}[f]} + \mathbf{w}_t^H \mathbf{H}_{\text{SR}} \mathbf{w}_t x_{\text{SR}}[f] + n_{\text{ST}}[f]
\]

Therefore, the required SNR at STx to decode the \( x_{\text{PR}} \) is given by

\[
y_{\text{ST}}^\text{HD} = \frac{\beta_2 P_{PT} \| \mathbf{h}_2 \|^2}{\| \mathbf{w}_t \|^2} = \frac{\beta_2 P_{PT} \| \mathbf{h}_2 \|^2}{\sigma_{ST}^2}
\]

During the second time slot, STx transmits a superimposed signal to the PRx and SRx. The received signals at PRx and SRx are given by

\[
y_{\text{PR}}[f] = \sqrt{\beta_5 P_{\text{ST}} \mathbf{h}_1^H \mathbf{w}_t x_{\text{R}}[f]} + n_{\text{PR}}[f]
\]

and

\[
y_{\text{SR}}[f] = \sqrt{\beta_5 P_{\text{ST}} \mathbf{h}_1^H \mathbf{w}_t x_{\text{R}}[f]} + n_{\text{SR}}[f]
\]

respectively. Therefore, the SINR at the PRx for decoding \( x_{\text{SR}} \) is given by

\[
y_{\text{PR,SR}}^\text{HD} = \frac{\beta_5 P_{\text{ST}} \mathbf{h}_1^H \mathbf{w}_t x_{\text{R}}[f]}{\beta_5 P_{\text{ST}} \mathbf{h}_1^H \mathbf{w}_t x_{\text{R}}[f] + \sigma_{PR}^2}
\]
Moreover, the required SNR at PRx for decoding its information is given by

$$\gamma_{PR}^{HD} = \frac{\beta_{h_{2}} \beta_{h_{1}} \alpha_{2} \gamma_{PR}^{EAP}}{\sigma_{PR}} \|h_{1}\|^2 |h_{2}^\dagger w_{t}|^2.$$ (40)

Furthermore, the required SINR at the SRx for extracting its own message is as following

$$\gamma_{SR}^{HD} = \frac{\beta_{h_{2}} \beta_{h_{1}} \alpha_{2} \gamma_{SR}^{EAP} |h_{1}|^2 |h_{2}^\dagger w_{t}|^2}{\beta_{h_{2}} \beta_{h_{1}} \alpha_{2} \gamma_{SR}^{EAP} |h_{1}|^2 |h_{2}^\dagger w_{t}|^2 + \sigma_{SR}^2}.$$ (41)

We now analyze the outage probability of primary and secondary networks under HD transmission. We note that in case of HD transmission, the MRC/MRT beamforming design is the optimum scheme. Therefore, the receive and transmit beamformers are designed as

$$w_{r}^{MRC} = \frac{h_{2}}{|h_{2}|},$$

$$w_{t}^{MRT} = \frac{h_{1}}{|h_{1}|}.$$ (42)

In the following, we present the results for the HD transmission mode.

Proposition 7: The outage probability of primary user in HD mode is given by

$$p_{out,PU}^{HD,MRC} = P \left( N_{R} \frac{\theta_{1}}{C_{a}} \right) + Q \left( N_{R} \frac{\theta_{1}}{C_{a}} \right) \times \left( 1 - \frac{2}{\Gamma(N_{R})} \sum_{m=0}^{N_{R}+m} \frac{\mu - m}{m} K_{N_{R}-m}(2/\mu') \right).$$ (43)

where $$\mu' = \max \left( \frac{\sigma_{SR}^2 \theta_{1}}{2c_2 - 2c_1 \theta_{1}^2}, \frac{\sigma_{PR}^2 \theta_{1}}{2c_2} \right).$$

Proof: The proof of this proposition follows the same approach as proof of Proposition 1, thus it’s been omitted.

Further, the required SINR at the SRx for extracting its own message is as following

$$\gamma_{SR}^{HD} = \frac{\beta_{h_{2}} \beta_{h_{1}} \alpha_{2} \gamma_{SR}^{EAP} |h_{1}|^2 |h_{2}^\dagger w_{t}|^2}{\beta_{h_{2}} \beta_{h_{1}} \alpha_{2} \gamma_{SR}^{EAP} |h_{1}|^2 |h_{2}^\dagger w_{t}|^2 + \sigma_{SR}^2}.$$ (41)

VI. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical and simulation results are provided to confirm the correctness of the outage probability analysis. The network setting is as follows. The distance between PTx-STx, EAP-STx, STx-PRx, and STx-SRx are set to 100m, 10m, 20m, and 100m, respectively. According to [25], commercial chips are now available for tens of microwatts ($\mu$W) RF power transferred over 12 m. Thus, we consider that EAP is placed close to the STx. The path loss exponent of the links, the TS parameter, and RF-to-DC conversion efficiency are set to $m = 3$, $\alpha = 0.5$, and $\eta = 0.7$, respectively. Furthermore, all the noise variances are set to -80 dBm. The power allocation factors of NOMA users are set to $\alpha_{1} = 0.1$ and $\alpha_{2} = 0.91$.

Fig. 2 investigates the outage probability of primary and secondary networks in terms of $P_{EA}$ for TZF and RTF schemes when $P_{PT} = 10$ dBm. These curves are depicted for different set of antennas. As shown, when the $N_{R}$ increases, the outage probability of the secondary network decreases and acts independently from $N_{F}$. The asymptotic results based on (23) and (30) are also presented. In the case that $N_{F}$ decreases from 5 to 3, and $N_{F}$ increases from 3 to 5, it can be seen that the outage probability of the TZF scheme gets better at the low values of $P_{EA}$, and at the high values of $P_{EA}$, the outage of the TZF and RTF schemes have growth. This is because the amount of
harvested power at the STx gets decreased as $N_R$ decreases. As a result, the received SINRs at the PRx reduce.

Fig. 3 illustrates the outage probability of the MRC scheme versus $P_{EA}$. The outage probability is drawn for different values of $P_{PT}$, and different antennas configurations. As shown, the outage probability of the MRC scheme for secondary network decreases when $N_R$ increases. Also, there is an optimum $P_{EA}$ in which minimum value of the outage probability is achieved. For the $P_{EA}$ beneath the optimum value, the outage probabilities of primary network decrease with the same slope. If the $P_{EA}$ exceeds its optimum value the outage probabilities start to increase. The optimum value of $P_{EA}$ increases as $P_{PT}$ increases. Additionally, when $N_R$ increases, the optimum value of $P_{EA}$ get increased.

Fig. 4 shows the outage probability of the primary network versus $P_{PT}$ for the proposed TZF, RZF, and MRC schemes. This figure is depicted for different antennas configuration, when $P_{EA}=30$ dBm. As this figure represents, the more $N_R$ and $N_T$ get, the lower the outage probability we have. Furthermore, among these schemes, RZF outperforms the two other schemes when $N_R$ increases. Also, the asymptotic expressions are depicted, which shows they are well-set with analytical expressions in the high values of $P_{PT}$.

Fig. 5 shows the achieved delay-constrained throughput of the primary network versus the power of energy access point and for two antenna configurations. Moreover, the delay-constrained throughput of the HD counterpart is also included. It is obvious that RZT scheme is superior in terms of delay-constrained throughput in low values of $P_{EA}$. Moreover, the delay-constrained throughput of the primary network with RZF and TZF tends to a constant value at high $P_{EA}$ values due to the outage probability floor exhibited in Fig. 2. In the MRC scheme it is evident that in power values lower than optimum value, the delay-constrained throughput of MRC scheme follows the same trend as RZF scheme but at power values greater than that optimum value, the delay-constrained throughput of MRC scheme is decreased due to the degradation of its outage probability (as shown in Fig. 3).

Fig. 6 shows the delay-constrained throughput of the secondary network versus $P_{EA}$ and for FD and HD systems. It is clear that by increasing the number of receive antennas from 3 to 5, the delay-constrained throughput of the secondary network is improved. This is due to the fact that by increasing the number of receive antennas the ability of energy harvesting at the STx is improved.

Fig. 7 demonstrates the delay-constrained throughput of the system versus $\alpha$ for different antenna configurations. Due to the complexity of the involved outage probability expressions, a closed-form solution of the optimal $\alpha$ that maximizes (16) and (17) is not possible. Instead, the optimal value of $\alpha$ can be numerically evaluated through the Monte Carlo simulations. In Fig. 7, case 1 denotes $N_T = 5$ and $N_R = 5$, case 2 denotes $N_T = 3$ and $N_R = 5$, and case 3 denotes $N_T = 5$ and $N_R = 3$. It is clear that increasing in $N_T$ and $N_R$ significantly improve the performance. Moreover, when $\alpha$ is increased the delay-constrained throughput of system is increased until $\alpha$ achieves its optimum value, then the delay-constrained throughput of the system decreases. This is due to the fact that increasing $\alpha$ more that its optimum value causes decrement of transmission time of the information. Furthermore, it could be realized that optimum value of $\alpha$ is decreased as $N_T$ and $N_R$ increased.

VII. CONCLUSION

In this paper, we have investigated delay-constrained throughput of a wireless-powered FD spectrum-sharing network with NOMA transmissions. We proposed two ZF-based linear beamforming designs at the FD STx to mitigate the SI. We derived the exact and asymptotic expressions for the outage probability of the primary and secondary networks. The results indicated that the ZF-beamforming schemes reach considerable outage performance compared to the
benchmark beamforming design, MRC/MRT. Moreover, we perceived that the performance gap between the system can be further increased by deploying more receive antennas at the STx.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

We start with the characterization of $\mathcal{P}_2^{\text{TZF}}$, which can be expressed as

$$
\mathcal{P}_2^{\text{TZF}} = \Pr \left( \frac{c_0 \| \mathbf{h}_1 \|^2 \| \mathbf{h}_3 \|^2}{c_1 \| \mathbf{h}_1 \|^2 \| \mathbf{h}_3 \|^2 + \sigma_{PR}^2} > \theta_2, \frac{c_1 \| \mathbf{h}_1 \|^2 \| \mathbf{h}_3 \|^2}{\sigma_{PR}^2} > \theta_2 \right).
$$

Noticing that $\| \mathbf{h}_i \|^2 \sim \mathcal{X}_{2N_R}$, its pdf is given by $f_{\| \mathbf{h}_i \|^2}(x) = \frac{1}{\Gamma(N_R)} x^{N_R - 1} e^{-x}$. On the other hand, according to [6], the $\| \mathbf{h}_i \|^2$ is also a Chi-squared RV with $2(N_R - 1)$ d.o.f with cdf given by $F_{\| \mathbf{h}_i \|^2}(x) = \frac{1}{\Gamma(N_R-1)} y(N_R-1, x)$. Hence, by using $f_{\| \mathbf{h}_i \|^2}(x)$ and $F_{\| \mathbf{h}_i \|^2}(x)$, the probability $\mathcal{P}_2^{\text{TZF}}$ in (45) can be expressed as

$$
\mathcal{P}_2^{\text{TZF}} = 1 - \frac{1}{\Gamma(N_R)\Gamma(N_R-1)} \int_0^\infty (N_R - 1) x^{N_R - 2} e^{-x} dF_{\| \mathbf{h}_i \|^2}(x).
$$

By applying the series expansion of the incomplete Gamma function in [23, Eq.(8.352.1)], (46) can be written as

$$
\mathcal{P}_2^{\text{TZF}} = 1 - \frac{1}{\Gamma(N_R)} \int_0^\infty \left( 1 - e^{-y} \sum_{m=0}^{N_R-2} \frac{\mu^m}{m!} x^m \right) x^{N_R - 1} e^{-x} dx.
$$

Then, after some simple algebraic manipulation and applying [23, Eq.(3.471.9)] we get

$$
\mathcal{P}_2^{\text{TZF}} = 2 \frac{N_R - 2}{\Gamma(N_R)} m! K_{N_R-2} (2\sqrt{\mu}).
$$

Now, we turn our attention to $\mathcal{P}_1^{\text{TZF}}$. According to $\gamma_{ST}^{\text{TZF}} = c_2 \| \mathbf{h}_2 \|^2$ where $\| \mathbf{h}_2 \|^2 \sim \mathcal{X}_{2N_R}$, Therefore, $\mathcal{P}_1^{\text{TZF}}$ can be readily obtained as

$$
\mathcal{P}_1^{\text{TZF}} = \frac{1}{\Gamma(N_R)} y(N_R, \frac{\theta_1}{c_2}).
$$

By plugging (48) and (49) into (18), we arrive at the desired result in (22).

**APPENDIX B**

**PROOF OF PROPOSITION 2**

By inspecting (23), it is evident that when $N_R$ is increased the outage probability of the PRx is decreased. By invoking the series representation of Gamma function in [23, Eq.(8.354.1)] and substituting into $P\left( N_R, \frac{\theta_2}{c_2} \right)$, and by omitting the high-order exponent. The asymptotic $P\left( N_R, \frac{\theta_2}{c_2} \right)$ can be obtained as

$$
P\left( N_R, \frac{\theta_2}{c_2} \right) \approx \psi_{TZF} \left( \frac{1}{\mu_{PR}} \right)^{N_R}.
$$

At the end, substituting $\psi_{TZF} \left( \frac{1}{\mu_{PR}} \right)^{N_R}$ into (18), we achieve the desired result in (23).

**APPENDIX C**

**PROOF OF PROPOSITION 3**

According to (19) we have

$$
P_{\text{out, SU}}^{\text{TZF}} = \Pr \left( \frac{c_3 \| \mathbf{h}_1 \|^2 \| \mathbf{h}_2 \|^2 \| \mathbf{w}_S \|^2}{c_4 \| \mathbf{h}_1 \|^2 \| \mathbf{h}_2 \|^2 \| \mathbf{w}_S \|^2 + \sigma_{SR}^2} < \theta_2 \right),
$$

$$
= \Pr \left( \| \mathbf{h}_1 \|^2 \| \mathbf{h}_2 \|^2 \| \mathbf{w}_S \|^2 < \xi \right)
$$

Fig. 6. Delay-constrained throughput of the secondary network versus $P_{EA}$ for different beamforming design ($R_c = 5$ bits/s/Hz, and $P_{PT} = 10$ dBm).

Fig. 7. Delay-constrained throughput of the primary and secondary network versus $\alpha$ and for different beamforming design ($R_c = 5$ bits/s/Hz, $P_{PT} = 10$ dBm, and $P_{EA} = 30$ dBm).
Given that $|h_k^*w_1|^2$ follows exponential distribution [26], for $\theta_2 < \frac{c_3}{c_4}$ we have

$$P_{\text{out,SU}}^{\text{ZF}} = \int_0^\infty \frac{1}{\Gamma(N_R)} \left( \frac{N_R}{x} \right)^{N_R-1} e^{-\frac{N_R}{x}} dx.$$  \hspace{1cm} (51)

Now, by utilizing [23, Eq. (6.453)], we obtain the desired result in (25).

**APPENDIX D**

**PROOF OF PROPOSITION 6**

By using the same steps to proof Proposition 1, $P_2^{\text{MRC}}$ can be expressed as

$$P_2^{\text{MRC}} = \frac{2}{\Gamma(N_R)} \sum_{m=0}^{N_R-1} \frac{N_R+m}{m!} K_{N_R-m(N_R+1)}.$$  \hspace{1cm} (52)

According to (31), $||h_2||^2 \sim \chi^2_{N_R}$, $|h_1||^2 \sim \chi^2_{N_R}$ and $\left| w_r^\text{MRC} H_{\text{SU}} w_2^\text{MRT} \right|^2 \sim \chi^2_{N_R}$, we obtain the desired result in (32). Therefore, $P_1^{\text{MRC}}$ can be written as

$$P_1^{\text{MRC}} = \Pr \left( \frac{c_3 |h_k|^2}{c_3 |h_k|^2 |w_1^\text{MRC} H_{\text{SU}} w_2^\text{MRT} |^2} < \theta_2 \right).$$

$$= \frac{1}{\Gamma(N_R)} \int_0^{\infty \infty} x^{N_R-1} e^{-x} \int_0^\infty x e^{-x} dx dy.$$  \hspace{1cm} (53)

By applying [23, Eq. (3.471.9)] we have

$$P_1^{\text{MRC}} = \frac{1}{\Gamma^2(N_R)} \int_0^\infty x \left( \frac{c_3 x - \theta_2 \sigma_3^2}{\theta_2 \sigma_3^2 \theta_6} \right)^{N_R/2}$$

$$\times K_{N_R} \left( \frac{c_3 x - \theta_2 \sigma_3^2}{\theta_2 \sigma_3^2 \theta_6} \right)^{1/2} x e^{-x} dx.$$  \hspace{1cm} (54)

Finally, by substituting (52) and (54) into (18), we achieve the desired result in (32).

**APPENDIX E**

**PROOF OF COROLLARY 1**

By ignoring the noise term of the $y_{\text{SU}}^{\text{MRC}}$, $P_1^{\text{MRC}}$ can be upper bounded as

$$\hat{P}_1^{\text{MRC}} < \frac{1}{\Gamma^2(N_R)} \int_0^\infty x \left( \frac{c_3 x}{\theta_2 \sigma_3^2 c_6} \right)^{N_R/2}$$

$$\times K_{N_R} \left( \frac{c_3 x}{\theta_2 \sigma_3^2 c_6} \right)^{1/2} x e^{-x} dx.$$  \hspace{1cm} (55)

Now by applying the integral identity [23, Eq. (6.643.3)], the integral (55) can be solved as

$$\hat{P}_1^{\text{MRC}} < \frac{\Gamma(N_R)}{\Gamma(N_R)} \left( \frac{c_3}{\theta_2 \sigma_3^2 c_6} \right)^{N_R/2} e^{2\theta_2 \sigma_3^2 c_6}$$

$$\times \sum_{m=0}^{N_R-1} \frac{1}{2} \frac{c_3}{\theta_2 \sigma_3^2 c_6} K_{N_R-m(N_R+1)}.$$  \hspace{1cm} (56)

Finally, substituting (52) and (56) into (18) yields the desired result.
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