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Abstract—Nowadays, IDS is an essential technology for defense in depth. Researchers have interested on IDS using data
mining and artificial intelligence (Al) techniques as an artful. IDSs can monitor system behavior and network traffic
until detect intrusive action. One of the IDS models is anomaly based IDS which trained to distinguish between normal
and abnormal traffic. This paper has proposed an anomaly based IDS using GA for optimizing feature vectors and
SVM as a classifier. SVM has used as a supervised learning machine that analyses data and recognize patterns, used
for classification and regression analysis. After optimization best features for SVM, IDS can detect abnormal traffic
more accurate. There is an innovation in fitness function which is formed from TPR, FPR and the number of selected
features. The new fitness function reduced the dimension of the data, increased true positive detection and
simultaneously decreased false positive detection. In addition, the computation time for training will also have a
remarkable reduction. This study proposes a method which can achieve more stable features in comparison with other
techniques. The proposed model has been evaluated test with KDD CUP 99 and UNSW-NB15 datasets. Numeric Results

and comparison to other models have been presented.
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I.  INTRODUCTION

An intrusion detection system (IDS) has been developed to
detect all types of network attacks in available environments.
The IDS is placed inside the network to protect and collect
network packets promiscuously in the same manner as a network
sniffer. The IDS detects malicious network activities by
analyzing the collected packets, alarms to system administrator,
and blocks attack connections in order to prevent further
damages. It also connects to firewall as a fundamental
technology for network security [1]. IDS systems have divided
in two main models: anomaly based and misuse based. In
anomaly based intrusion detection systems try to detect
malicious attempt based on deviation from a normal behavior.
However in misuse based IDS, there is database of attack
signatures that have been used to detect intrusive attempts. On
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the other hand, anomaly based IDS can detect zero day attacks
because it classifies current behavior to normal and abnormal,
but misuse based IDS just can detect attacks that happened
earlier and their signatures are existent. Anomaly detection
techniques are used to identify outliers i.e. events or
observations which are not matching with parameters that
obtained before. In misuse detection techniques, dataset is
comparing with predefined signatures and these signatures are
derived from some set of rules to avoid attacks. It is also called
as signature-based technique. The main problem with misuse
based IDS is that they fail to detect new attacks whose signatures
are not present while the anomaly based techniques are adaptive
in nature as they can identify novel attacks [2].

The major benefit of anomaly-based detection methods is
that they can be very effective at detecting previously unknown
threats. For example, suppose a computer becomes infected with
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a new type of malware. The malware can consume the
computer’s processing resources, send large numbers of e-mails,
initiate large numbers of network connections, and perform
other tasks that may be significantly different from the
established behavioral profile for the computer.

Anomaly based IDS must be trained to distinguish between
normal and abnormal activity so that can detect attack traffic[3,
4].This can be accomplished in several ways, some researchers
proposed some methods to define the normal usage of the system
using a mathematical model, and flag any deviation from this as
an attack, or IDS models using neural networks, most often with
artificial intelligence techniques used for data mining to search
the search space to find anomalies[5]. Disadvantage of using
such learning algorithms is the huge dimensions of the search
space. Another popular evolutionary method is GA (GA) which
has high potential of finding the best solution in a search
space[4, 6].

GA is a search heuristic that generates useful solutions to
optimize search problems. It is one of the powerful algorithms
based on evolutionary ideas of natural genetics which generate
population of chromosomes as solutions of problem. The most
important component of GA is the fitness function which
evaluate the chromosomes. A good fitness function would help
GA to find closer subset of chromosomes to intended result.
Previous proposed IDSs based on GAs use two factor of
classification accuracy and numbers of selected features. The
major weakness of former models was evaluating the feature
chromosomes just based on accuracy or true positive rate of the
classification, on the other hand one of vital challenges of IDS
models is high false alarm rate as it is not considering in former
IDS models. Also In order to decrease the dimension some
feature selection techniques have been proposed[7].

Feature selection is a process of selecting subset of relevant
features for use in model construction. Feature selection causes
simplification of models to make them easier. In this paper we
use GA as feature selection technique to find most optimum
feature set. Most optimum feature set help us to find anomalies
with more accuracy.

Data mining-based classification approaches for intrusion
detection have received accolades, the lack of published research
in applying rough set based feature selection, enhancing the
discriminant function performance in SVM to IDSs seems to be
an oversight in intrusion detection. In spite of the earlier works
in increasing the performance of IDSs, the overall performance
of the IDS certainly needs improvement[8]. Feature selection as
a case of study recently has become the important phase of
improvement of an IDS as it effects performance of a classifier.
Feature selection techniques can powerfully identify a subset of
features within a dataset and reduce the number of fields, in
order to decrease the time for computation process[9]. In other
words, not all of the features are important or related for
detecting an intrusion. Therefore some noisy, irrelevant and
redundant features can be discarded. Generally, there are two
methods for feature selection: filter and wrapper methods[10].
The filter method estimate classification performance with
indirect assessment and does not depend on classifier
performance. In contrast, wrapper methods depend on the
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classifier efficiency, and the evaluation of the selected features
is calculated directly from the accuracy of the classifier [11,12].

GA as a wrapper based method searches for the best
solution which best improve the classifier. Filter methods even
with the best feature subset do not necessarily guarantee high
classification accuracy for any type of dataset. Wrapper
methods can reach better accuracy and high classifier
performance[13]. So this trend will effect accuracy, needed
time for learning, number of samples needed for learning phase,
and also false alarm rate of the classifier. However high
computational complexity may cause some limitation on their
application.

This paper has developed an IDS using GA as an optimizing
feature selection. The new feature selection method has the
potential to generate optimal feature subset considering
challenges of former IDSs. The first novelty is proposing a new
fitness function for the GA, in order to decrease the false alarm
rate and increasing the true positive rate simultaneously and also
minimizing number of features to enhance low learning and
computation time. The second novelty is combining GA with
Support Vector Machine (SVM) to detect anomalies. The new
fitness function of the GA evaluates feature chromosomes
considering their effectiveness on True and False Positive rates
by using a SVM as a supervised learning classifier. SVM is a
good candidate for a classifier, because of its training speed and
scalability[14]. The earlier studies have also shown that Least
Squares SVM (LSSVM) with RBF kernel has an appropriate
performance and has higher detection accuracy against SVM
because LSSVM has solved the local optima problem[15]. This
article has developed the IDS using LSSVM and GA with the
new fitness function and prepare the best optimal feature subsets
and detect intrusions with the maximum TPR, minimum FPR
and low computation time. This paper also compares such
results with outputs of other feature selection techniques. The
selected features can also be used by other classifiers in the IDSs.

The rest of the paper is organized as follows: section Il the
related works on IDS models are reviewed, section 111 is a basic
concepts to GA and SVM, section IV proposes Proposed
intrusion detection system based on GA and SVM, V and VI
shows analysis of simulation results and conclusions
respectively.

Il.  RELATED WORKS

Current IDSs use many techniques. Misuse based IDSs
which mentioned before as signature based techniques are still
use for some purposes. A combination of genetic fuzzy system
and pairwise learning as a misuse IDS has proposed in [16]. The
model has a learning stage which uses fuzzy rules to set features
and evaluate them and finally classification and detection.
Detection rate in all attack type classes have been maximized as
it obtains a better separable between normal and attack.
However False Alarm Rate has not been considered in the
experiments.

Some of these techniques are widely used for anomaly based
intrusion detection which are statistical [17], hidden Markov
model[18], artificial neural network[19, 20], machine learning
[21, 22] and GA[23-24].
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There are some methods based on machine learnings which
are a better solution for distinguish between normal and
abnormal traffic activity[25]. Learning techniques proposed for
different intrusion detection problems, can be hardly classified
into two categories: supervised and unsupervised[26].
Supervised models start with a labeled dataset to train then
classify the data but unsupervised models try to find hidden
structure in unlabeled data.

A model with GA proposed as search strategy and logistic
regression as learning algorithm to select best subset of features
[24]. Another IDS based on GA and SVM has improved the
parameters of SVM. This model uses Genetic as an optimization
algorithm to maximize the performance of the SVM. Average
Detection accuracy rate has been noted as 80.14% by this model
[27]. Ancther article has proposed similar model of IDS using
Genetic to optimize SVM’s parameters and also as a feature
selection. Fitness function which has developed for the GA in
the paper has evaluated chromosomes with the maximum
accuracy and minimum number of features [28]. Although, in
results the false positive rate has not been considered.

A new SVM model in which kernel principal component
analysis (KPCA) is combined with GA is proposed as a
supervised learning method. A multi-layer SVM classifier is
suggested in the paper to detect intrusions and KPCA is used as
a feature selection technique to decrease the dimension of
feature vectors also reducing the training time. GA is employed
to optimize the SVM parameters. In comparison with other
detection algorithms, the results show better accuracy, but still
has high false positive rate which is a real concern in nowadays
intrusion detection models[29]. Thecombination of Genetic and
Fuzzy SVM on cloud computing network has been proposed
which has improved the detection rate with a feature selection
method to 98.51% and has reduces the learning time [30].

A model based on heuristic genetic and neural network is
proposed in order to enhance better performance of intrusion
detection, in which input features, network structure, and
connection weights were all considered jointly in fitness
function. This article has enhanced 98.28% and 96.39%
accuracy for DOS and PROBE attack and low rate of detection
for R2L and U2R 60.32% and 55.17%. The overall FP has
mentioned 1.14% which is an average rate in all attack
types[31].

Another supervised learning method which is driven from
decision tree algorithm and artificial neural network has
developed. The flexible neural tree (FNT) model can reduce the
number of features [32]. Using 41 features, the best accuracy
for the DOS and U2R is given by the FNT model. The decision
tree classifier supplied the best accuracy for normal and probe
classes, which are a little better than the FNT classifiers.

One of the wrapper based feature selection method isa multi-
objective optimization algorithm and also used an unsupervised
clustering method based on Growing Hierarchical Self-
Organizing Maps (GHSOMSs). SOM has mentioned as one of
the most used artificial neural network models for unsupervised
learning. The research has selected 25 features for classification
and has shown rate of classification accuracy as 99.12 + 0.61%
and the FP rate as 2.24 + 0.41 %. The paper shows improvement
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in comparison between IDS models with filter based feature
selection and IDSs without feature selection [33].

In addition to such studies, due to high dimensionality of
network data, several IDS, in which feature selection is used as
a pre-processing phase, have been developed [31]. The feature
selection process first remove one input feature from the data;
the remaining data set is then prepared for utilizing with
classifier. Then, the classifier’s performance is compared to that
of the original classifier in terms of performance criteria.

A feature selection algorithm based on mutual information
and LSSVM (MMIFS) has presented in [34]. Performance of
MMIFS has been compared with other mutual information
based feature selection approaches and filter based feature
selection methods. This research has shown the performance of
selected features in terms of TP and FP rate in charts and also
has shown first ranked features in each attack class. However,
statistical methods just estimate the effect of every feature on
detection not extracting the exact result of detection accuracy
so they cannot provide a clear and reliable result.

Another intrusion detection model based on Genetic and
Neural Network has developed by [35] which has used Genetic
for feature selection with a new coding of chromosomes. Each
chromosome contains index of each ranked feature instead of
binary gens. A new fitness function is developed with new
measure to compute the information gain provided by each
features subsets. Then the performance of the selected feature
subset is tested using Neural Network as a classifier. The fitness
function calculate the information needed to classify a given
sample by:

m

S; S;
1(S1,55, e, Sm) = —Zj logZ(j)

i=1

S is training set samples with their labels. Feature F with
values { fi, f2, ..., f } can divide the training set into v subsets
{S1, S, ..., Sy} where Sjis the subset which has the value
f; for the feature F[35].

Among the statistical approach for feature selection as they
are categorized in filter feature selection methods, there are
wrapper method approaches which has been proposed and have
come to high accuracy in detecting intrusions and also results
are accurate and clear to be relied [36].

The model uses GA and a chromosome of features and SVM
parameters to optimize both [14]. Experiments on UCI database
evaluate the model and shows high accuracy than other prier
models in the field of detecting heart disease and cancer. The
fitness function allows the chromosome with the maximum
classification accuracy and minimum number of features. The
fitness function used in the model is as follows:

nf
F=W,xA+W, x(P+(Q.C, xF))" (1)

i=1
Which A is the accuracy of classification, F is the value of
i" gen in a chromosome which is 0 or 1 indicating i*" feature
has been selected or not. C is the weight of it feature, P is a
constant value, W, and W, are the weight of accuracy and

number of selected features.
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A detection model of human log intergenic in medical
dataset based on Genetic and SVM has developed in [37]. The
fitness function is calculating the classification accuracy. Other
GA based on detection model with new evaluation function has
proposed for optimizing features by considering their
confidence rate [38]. In the coding of chromosomes, each gen
is related to its confidence rate so the chance to select the feature
is based on its confidence rate. The algorithm use classification
accuracy and number of selected feature in fitness function:

F=fW)—1V|/IU]
V is the confidence rate of each feature.

In the field of detecting intrusions, beside accuracy, false
positive detections are also important so we cannot just consider
the accuracy in fitness to be the survival.

An ideal IDS system has to detect all attack types. This
means to detect each attack correctly and not considering any
normal activity as an attack activity which leads to high false
alarm rate in an IDS. So in addition to detecting all attack types
correctly IDS should also detect all normal activities correctly
and not as an attack type. In this paper we review the issue and
the proposed model solves the problem.

In this paper, an intrusion detection system is proposed
which differs from existing work in many ways. First, the pre-
processing technique based on GAs is used which intelligently
performs as an optimization. This technique, as a more precise
way, is a wrapper based feature selection approach that can
calculate true positive rate and false positive rate in order to
compare chromosomes directly. Second, in this article, a new
Fitness function for the above mentioned GA is offered for the
sake of higher accuracy along with low false positive rate with
the selected features. Third, the model has combined GA with
SVM to classify and detect intrusions.

I1l. BAsic CONCEPTS IN GA AND SVM

GA is a general adaptive optimization search methodology
based on analogy to Darwinian natural selection and genetics in
biological systems[14].

According to Darwinian principal of “survival of the fittest”,
GA works with a fitness function and series of solutions called
population and try to reaches the optimal solution by evaluating
each individual’s fitness. Each chromosome in the population
with the higher fitness value has more chance to be kept in the
next generation population. Crossover and mutation functions
operate on chromosomes and directly impact the fitness values.

A. Genetic operations

During the breeding genetic operations applies on
population to reproduce next generation of the population.
Crossover, mutation and selection are the three vital operations.

e Selection operator, gives another chance to better
chromosomes, by selecting them based on the better
fitness value and passing them to the next generation.
As the generation pass, members of the population get
closer to the best solution.

e Crossover operator, as shown in the Figl, exchange
genes between tow chromosomes. This operation
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makes children have combination of features from
their parents not exactly same as them which leads the
algorithm to explore more solutions in the search
space.

e Mutation operator, as shown in Figl, operate on one
chromosome and alter a gen, for example in binary
GA, gene value may change from 1 to 0.

Mutation point l 1010|10110010

8 £
110101100 ‘ 0010|10001101

mutation Single point
crossover

‘ LEprAT10 ‘ 001010110010

1010|10001101

Fig. 1. Mutation and crossover function on feature chromosomes

In this paper we use GA also as a feature selection which
can best output a feature chromosome or feature subset with
optimal fitness function. Genetic also works with a classifier to
help better detection with high performance in order to achieve
high accuracy as an IDS system.

B. Support Vector Machine (SVM)

SVM is one of the supervised learning methods which is used
for classification. This machine has learning algorithm that can
be used as a pattern matching machine for data classification.
Let assume that we have series {(x;,¢;), (x3,¢3), ..., (Xp- €)}
and we want to divide them to two classes ¢; = {—1,1}. Linear
classification methods, try to separate data with classifier line
(that is a liner equation). Svm’s Classification method tries to
separate data from two classes with finding the best linear
equation, in form that be the maximum margin space between
two classes. If input data are nonlinear we use kernel for data
classification [6]. With regard to function theory: Kernel is a
function that is positive and definite and in addition satisfies the
mercer condition. By use of kernel, data are mapped to higher
dimension space. Some of kernel functions are as follow:

-Polynomial (homogeneous)
k(xl-,xj) = (xl-.xj)d
-Polynomial (homogeneous)
k(xi,x]') = (xi..xj' + 1)d
-Gaussian radial basis function
2
k(x;,x;) = exp(—y ||xi - xj|| ), fory>0.y=1/2c?
-Hyperbolic tangent
k(xl-,x]-) = tanh(kx;.x; + ¢), x>0 ¢

SVM performance with Gaussian kernel is much better than
other kernels in intrusion detection systems because of high
dimension of input data [39].

In this paper we use Least Square SVM (LSSVM) that is a
regularized reformulation to the standard SVM. A linear
equation has to be solved in the optimization stage, which not
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only simplifies the process, but also is effective in avoiding
local minima in SVM problems. In other words, for binary-class
classifications, SVM make an optimal separating hyper plane
with the maximum margin between the two classes (positive
and negative). It can be formulated as a quadratic programming
problem involving inequality constraints whereas the LSSVM
involves the equality constraints only. Hence, the solution is
obtained by solving a system of linear equations. Experiments
shows that LSSVM performance with Radial basis function
(RBF) kernel is better than SVM with Gaussian kernel in
intrusion detection systems since LSSVM, has improved SVM
problems placed in local minima[40,41]

IV. PROPOSED INTRUSION DETECTION SYSTEM BASED ON GA
AND SVM

Reviewing the model of [14] in which has used GA and
LSSVM to develop a detection system with feature selection in
terms of diagnosing cancer and heart disease through medical
datasets. The proposed Genetic feature selection SVM (GF-
SVM) model has retrieved from the model in [14] but to detect
intrusions through network traffic.

System architecture of our proposed GA based feature
selection with new fitness function using LSSVM is shown in
Fig. 3. The proposed model contains three main steps as it has
shown in Fig. 2.

SVM

Training (LSSVM)
Classification

GA

Fittness Function
Selection
Crossover

Mutation

FS

Testing
Termination Condition

Fig. 2. A representation for the proposed GF-SVM IDS.

1- Feature selection method based on GA: Input is the
traffic data then creating feature chromosomes and
evaluating each chromosome and then select
chromosomes with the highest classification accuracy.
Output of this step is the optimized feature
chromosomes for each attack type traffic and normal
traffic then the selected features will apply on network
traffic data. In the next section, we will discuss in more
detail and also fig 4 illustrate the process in a flowchart.

2- Training: is the first step of detection which the
LSSVM will be trained with the training data.in fact the
support vectors will create based on classification of the
training traffic. Support vectors should be created
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precisely in order to reach more accurate detection on
the next step. It has been widely discussed earlier in
section IV about how support vector will be created.

3- Classification: classifying the traffic data in to two class
of normal and anomaly.

A. Feature selection based on GA

In this paper we use GA as basis of our proposed feature
selection algorithm with feature chromosome. Fig. 3 illustrates
the flow chart of the proposed GA feature selection and will
continue discussing about each level.

Initial Feature Set

Mutation

'\ Fitness Assignment

Selection

Mo
Termination
Condition
Yes

Testing
. Classification o ~
BS) X / SWVIM

Crossover

S~

Training

Dataset Training

Dataset

Fig. 3. Feature selection based on Genetic

B. Chromosome coding

we code selected feature subset in to a binary code which
named F. in the binary coding, 1 indicated that the feature index
is selected; O indicates that feature with that index is not selected.

TABLE I.
Feature
chromosome 1

CODING OF FEATURE CHROMOSOME
11010111110...011010

C. initial population

Initial population which consist of N parent chromosomes is
generated by prior research results in each type of attack. This
paper use the crucial features to create chromosomes of the
initial population for each attack class. The size of the population
should be suitable, if it is too large, then the complexity of the
algorithm would be too high and if it is too small then optimal
performance of the algorithm is reduced and algorithm may
probably get stuck in to local optima solution easily. The size
range between 100 and 200 is suitable for the number of records
selected from the database in this problem

D. Train LSSVM classifier

LSSVM uses in all three steps of the GF-SVM model. In first
step LSSVM is for evaluating feature chromosomes and helps
the GA to decide about selecting any feature of the 41 features.
Classifier trained by training dataset with selected features.
Classification accuracy also calculated in order to evaluate how
selected features can effect to reach higher accuracy. In step two
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and three LSSVM use to finalize the results of the model and to
show the effectiveness of the features in detecting intrusions.

E. Proposed fitness function

Fitness function is the basis component of GA to evaluate
whether an individual is fit to survive. In further research,
researchers use accuracy and number of features as the two
important parameters for fitness function and evaluate each
feature subset. As the general performance of an IDS depends
on how truly detect intrusions and also how not wrongly
diagnoses attacks, we assume that important parameters of
detecting intrusions in security issues are not only the true
positive detections or classification accuracy but also false
positive detection are as important as the true positive
detections. Because False Positive detection results high false
alarm rate, therefore general performance of the IDS will reduce.
Previously researchers select the subset which has the high
classification accuracy and low number of features but they did
not consider the false detections so the feature subset causes high
false alarm rate and the performance of the IDS decreases.

The novelty of this paper is proposing a new fitness function
which uses 3 parameters named True Positive Rate (TPR), False
Positive Rate (FPR) and number of selected features to evaluate
each subset of features. A single objective fitness function that
consist of 3 goals in to one has designed to solve the multiple
criteria problems. The formula is as below:

Fittness(S)=W, " TPR- W, " FPR+W, (2
“ NumF (8)

Where W, W, and W, are the weight of TP, FP, and weight
value for the number of selected features respectively. TP is the
rate of the True Positive detections with the selected subset (f)
which calculated by:

TP
TP rate = ———— 3)
TP + FN

And FP is the rate of the false positive detection with the
selected features (f) which calculated by:

FP
FP rate = ———— 4)
FP +TN

Generally W, and W, can be set from 75 to 100% according
to user’s requirement. In our study we set W, to 40% and W, to
50% and W, 10% which cause experiments to an optimized
result of high TP, low FP with small subset of selected features.

True positive rate of SVM, False positive rate of the SVM,
and the number of selected features are used to construct a
fitness function. Every chromosome is evaluated by fitness
function as (2).

F. Selection and stopping criteria

After evaluating all chromosomes of a population, there is a
fitness value for each chromosome and each with the highest
fitness value has survived. We use genetic operator which
mentioned before, on the high fitness value chromosomes to

Lwww.esat.kuleuven.ac.be/sista/lssvmlab

International Journal of Information & Communication Technology Research

victTR E

create the new generation. Termination condition of the
algorithm is when the maximum number of iteration reaches.
When the ending condition is satisfied, the operation ends;
otherwise, we proceed with the next generation operation.

V. ANALYSIS OF SIMULATION RESULTS

The datasets used in these experiments is ‘“KDD Cup 1999
data and UNSW-NB15[42]”, well-known sample traffic
datasets. Each record of two datasets that mentioned before is
unique with 41 and 47 of continuous and nominal features plus
one class label. In this paper, the nominal feature such as
protocol (TCP/UDP/ICMP), service type (http/ftp/telnet/y) and
TCP status flag (sf/rej/y) have been converted into a numeric
feature[43]. The KDD cup 99 data set contains 24 attack types
that has been categorized in four groups: Probe, Denial of
Service (DOS), User to Root (U2R) and Remote to User (R2L)
[43]and UNSW-NB15 data set traffic has categorized in 9
groups: Normal, Fuzzers, Analysis, Backdoors, DoS, Exploits,
Generic, Reconnaissance, Shellcode and Worms[42].

In experiments there is another parameter which is
calculated and is compared with other researcher’s results.
Equation (5) shows how to calculate accuracy:

TP +TN
Accuracy (A)= ®)
TP +TN + FP + FN

A. Results and discussion

Experiments were performed on a Windows platform having
configuration Intel core i7 2.3GHz, 8 GB RAM. We have used
the open toolbox LS-SVM lab? to implement LSSVM and
modeling the IDS. The proposed model in this paper first selects
the best feature subset in each class in terms of resulting the
highest classification accuracy and true positive rate with the
lowest false positive rate. Then collects the selected features in
each class and gives priority based on the repetition of the
features.

Results of the important features in each class type for KDD
CUP 99 and UNSW-NB15 dataset has been collected in Table
Il, that show the number of important features selected by 3
feature selection algorithms and the labels of these important
features.

TABLE Il.  SELECTED FEATURES FOR TWO DATASETS
Result with KDD CUP 99 Dataset
Class Method Features Selected Features
Type Number
GF-SVM 7 3,10,6,7,33,36,12
MMIFS 6 5,23,3,6,35,1
Normal
SVM- 19 1,3,5,6,8,10,11,12,13,22,
SADT 23,25,26,27,28,29,32,35,39
GF-SVM 10 5,3,19,23,4,21,22,24,2,8
DoS MMIFS 8 2,3,5,6,23,24,36,41
SVM- 17 2,5,8,9,10,11,12,13,23,25,
SADT 26,29,33,5,36,39,41
PROBE GF-SVM 9 3,35,4,40,36,30,37,34
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40,5, 33, 23, 28, 3, 41, 35,
MMIFS 13 27,32, 12, 24, 28
SVM- T 1,2,3,4, 5,6,7,8,23,25,30
SADT ,32,33,35,36,39,41
GF-SVM 7 5,8,28,29,36,39,40
3,13, 22, 23, 10, 5, 35, 24,
R2L MMIFS 15 6,33,37,32,1,37,39
SVM- 24 1,3,5,6,7,11,12,13,17,18,19,20,21,
SADT 22,23,24,25,28,29,32,35,36,37,38,
GF-SVM 8 3,13,6,14,16,23,32,1
U2R MMIFS 10 5,1,3,24,23,2,33,6,32,4,14,21
SVM- 15 13,14,15,16,5,11,10,22,
SADT 33,39,34,6,12,32,36
Result with UNSW-NB15 Dataset
Class Method Features Selected Features
Type Number
Normal | GF-SVM 7 1,2,15,18,21,29,31
2,4,10,14,28,29,31,
Fuzzers | GF-SVM 13 41,43,44,45,46 47
Reconn
. 10,14,19,20,27,30,31,
a'szanc GF-SVM 14 34,42,43,44,45 46,47
Shjgco GF-SVM | 9 4,10,14,23,37,44,45
10,13,14,15,17,23,31,42,
DoS | GF-SVM 12 4340 0547
Exploits | GF-SVM 6 13,14,16,17,31,33
Generic | GF-SVM 9 10,11,19,23,28,31,33,34,46
A”z'ys' GF-SVM 6 8,10,14,20,24,41
Backdo | o I 5,10,12,13,14,15,23,41,43,45,4
or 7
Worm | GF-SVM 11 1,6,7,8,12,18,22,29,31,42,46

Fig 4-7 show the comparison between the proposed model
and MMIFS model [34] in Receiver Operating Characteristic
(ROC) curves. The ROC curves illustrate true positive and false
positive rate of each step adding features in order of their
importance. These results are belong to KDD CUP dataset. For
example Fig. 5 shows, the red line for the proposed GF-SVM
model is almost near 100% true positive rate and also the value
of false positive rate is not going over 2%.

Because there is no related paper that used the UNSW-NB15
dataset for its method testing yet, we just show you the results
of our proposed GF-SVM model over new dataset. As | write
before, there are some effective parameters in fitness function
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that have direct effect on detection accuracy. One of these
important parameters is W,; the weight value for FP. Fig 9-12
show you detection accuracy rates for variety W, values.

100 — ROC
95 ——GF-SVM
w0 —— MMIFS
S N R—
=5
|—
80
75
0 3 6 FP (%) 12 15

Fig. 4. ROC Curve for the DOS class is shown using two models

ROC

—GF-
SVM
0

FP (%) 10
Fig. 5. ROC Curve for the PROB class is shown using two models

TP (%
[e)]

100 \/ROC

S
o = GF-SVM
'_
95
1 3 FP(%) s 7 9

Fig. 6. ROC Curve for the R2L class is shown using two models

100 ROC
= 50 — GF-...
a
= = MIFS
0
0 1 2FP (%) 3 4 5

Fig. 7. ROC Curve for the U2R class is shown using two models
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Fig. 8. Detection accuracy rate for W, = 10
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Fig. 10. Detection accuracy rate for W, =5
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B. Comparison GF-SVM with other Techniques GA-Fuzzy ) 98.75 195
This section shows performance comparison of our SVM [44] ' '
proposed GF-SVM model with four other intrusion C4.5 [16] 99.79 - -
detection techniques introduced such as MMIF[34], GF-SVM 99.95 99.97 0.06
GA-Fuzzy SVM[44], C4.5[16] and SVMI45]. In order
’ - MMIFS [34] | 99.86 | 99.90 0.17
to compare the methods, we applied the MMIFS model SVM [ is] ] 98,80 100 24,08
in the LSSVM model and obtained the numeric results DOS oA F : :
of the Table III. Other numeric results of the other svm?ﬁ]l ; 98.3 2.7
models are driven exactly from the earlier papers. The R 9963
results of our model for new UNSW-NB15 dataset are -5 [16] : - -
showed in Table 11 too. GF-SVM 99.06 98.2 0.079
TABLE Ill.  PERFORMANCE MMIFS [34] | 9699 | 94 0.039
PROBE SVM[45] | 97.31 | 9562 | 24.08
Result with KDD CUP 99 Dataset GA-Fuzzy
| Model Accura | o o) | FP (% SVM [44] - 2 -
class ode oy (%) (%) (%) C45[16] | 96.14 - -
GF-SVM 99.05 98.90 0.8 GF-SVM 98.25 90.26 0.64
Normal RIL
MMIFS [34] | 90.87 | 98.48 | 16.81 MMIFS [34] | 94.95 | 63.42 0.49
SVM [45] 97.51 65.79 24.08
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GA-Fuzzy
SVM [44] - 85.48 1.45
C4.5[16] 85.65 - -
GF-SVM 100 100
MMIFS [34] 99.91 80
U2R SVM [45] 97.52 52.38 24.08
GA-Fuzzy
SVM [44] ) 89 11
C4.5[16] 57.69 - -
Result with UNSW-NB15 Dataset
Accura o o
class Model oy (%) TP (%) FP (%)
Normal GF-SVM 97.78 99.04 0.04
Fuzzers GF-SVM 97.54 98.69 0.03
Reconnais | croum | 9514 93.88  0.03
sance
Shellcode GF-SVM 99.49 100 0.09
DoS GF-SVM 92.37 92.40 0.07
Exploits GF-SVM 86.49 84.40 0.10
Generic GF-SVM 98.23 98.25 0.01
Analysis GF-SVM 98.85 99.84 0.12
Backdoor GF-SVM 91.81 93.13 0.24
Worm GF-SVM 77.29 77.20 0.12

VI. CONCLUSIONS

We presented an intrusion detection approach that
took advantage of discriminating properties of GA. We
have considered GA and SVM where we introduced a
feature selection method and detection method that
improved the intrusion detection performance. The
feature selection procedure with our new fitness
function performed a better selection of feature set, by
taking true and false positive rate into account, but this
is not enough. According to studies in related work
section, nonlinear support vector machines based on
RBF kernel as future research will help us to take better
result.

The experiments and numeric results developed
with KDD CUP 99 and UNSW-NBL15 datasets showed
efficiency through optimization in classification
accuracy, FP, TP rates and ROC curves. The results
obtained for GF-SVM model showed 99.05 % detection
accuracy for normal traffic class, 99.95% for DOS
class, 99.06% for PROBE class, 98.25% for R2L and
100% for U2R in KDD CUP 99. In addition, this paper
obtained results equal to 97.45 % for Normal, 96.39 %
for Fuzzers, 91.55 % for Reconnaissance, 99.45 % for
Shellcode, 91.24 % for DoS, 79.19 % for Exploits and
97.51 % for Generic class in UNSW-NB15 Dataset.
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