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Abstract—Web Application Firewall (WAF) is known as one of the Intrusion Detection System (IDS) solutions for
protecting web servers from HTTP attacks. WAF is a tool to identify and prevent many types of attacks, such as XSS
and SQL-injection. In this paper, deep machine learning algorithms are used for enriching the WAF based on the
anomaly detection method. Firstly, we construct attributes from HTTP data, to do so we consider two models namely
n-gram and one-hot. Then, according to Auto-Encoder LSTM (AE-LSTM) as an unsupervised deep leaning method,
we should extract informative features and then reduce them. Finally, we use ensemble isolation forest to train only
normal data for the classifier. We apply the proposed model on CSIC 2010 and ECML/ PKDD 2007 datasets. The
results show AE-LSTM has higher performance in terms of accuracy and generalization compared with naive methods
on CSIC dataset; the proposed method also have acceptable detection rate on ECML/PKDD dataset using n-gram
model.
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continuously learn from the most recent data without
the mediation of human. Also, the strength of predictive
models in detecting similar patterns secures it against
attack  obfuscation techniques. Finally, their

. INTRODUCTION

Nowadays, attacks to web applications and
targeting their wvulnerabilities are the source of a
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significant part of data breaches, to avoid this problem,
security experts proposed Web Application Firewalls
(WAFs). A WAF checks every request to the web
application from clients to find and block abnormal
activity, compromising the security of the web server.

In general, the WAFs methods are divided into two
groups based on signature and anomaly detection. The
signature-based techniques use a set of pre-identified
rules and patterns created and tuned by experts to block
specific HTTP requests and prevent attacks. On the
other hand, in anomaly-based methods, machine-
learning (ML) algorithms can be easily automated to
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generalization and ability to learn new unknown pattern
can help us to discover new types of attacks.

To evaluate attack detection assured with ML, the
reducing false positives and false negatives are
important. Thus, for the sake of performance evaluation
of the WAF, not only accuracy measure is essential, but
also metrics that are related to the generalization of
learning are crucial.

Two essential phases in ML are feature extraction
and model training. The performance and efficiency of
machine learning algorithms highly depend on data
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representation [1], which is the result of the first phase,
feature extraction. In other words, a good data
representation can lead to high performance for a
relatively more straightforward machine learner [2].
This issue is more important in WAFs because the
HTTP data have non-stationary behavior. Thus, feature
creation and extraction are critical points of WAFs.

The rest of the paper is organized as follows:
Section Il summarizes the literature review about WAF
based on anomaly detection especially deep learning
methods. In Section IlI, firstly, we review LSTM
structure and then, we present the various architectures
of AE-LSTM. In Section IV, we introduce our model
with AE-LSTM for WAF. In Section V, we discuss the
experiments in detail. Finally, we draw our conclusions
in Section VI.

Il.  LITERATURE REVIEW

According to  recent  studies, statistical
characteristics of HTTP traffic [3, 4], tokenization of
HTTP requests [5, 6], and packet payload based on
natural language processing (NLP) can be considered
as HTTP features for web application attacks detection.
The packet payload analysis using discrete NLP
techniques includes n-gram and one-hot methods. A
character-based n-gram method is a subsequence of n
overlapping character from given data. On the other
hand, a character-based one-hot vectorisa 1 x N matrix
(vector) used to distinguish each character in
vocabulary from every other character in the
vocabulary. The vocabulary includes N accessible
characters. The vector consists of zeros in all cells,
except for a single one in a cell used uniquely to identify
the character. We can replace character by other items
like word, phrase, etc. in both packet payload
approaches.

Many of works for WAF based on anomaly-
detection used n-gram for attribute construction. PayL
[7], Anagram [8], McPAD [9], Spectrogram [10] used
n-gram method to characterize the distribution of the
content of the requests. With an increase of n, the n-
gram becomes a very ill-posed and intractable problem,
to deal with this problem, two filter-based feature
selection algorithms applied in [11-13] to reduce n-
gram attributes. Also, the deep learning approaches
include stack auto-encoder (SAE) [14-16], and deep
belief network (DBN) used to extract more compact
features from n-gram attributes of HTTP payload [15].

Researchers have applied many MLs to detect WAF
attacks. The Markov’s methods have good results for
minimizing false positives [17-19], the ontological
techniques are approaches that provide semantic
learning [20, 21] and, the affinity propagation is
employed dynamic clustering to extract the exemplars
from HTTP request [22, 23]. Besides, probability
distributed model, hidden Markov model (HMM), and
one-class SVM (OSVM) model are introduced in [24]
for WAF. However, with the emersion of deep learning,
it is possible to do feature engineering using
hierarchical deep neural networks in an automated
manner.
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Recurrent neural network (RNN), SAE, DBN, and
convolutional neural network (CNN) are various
categories of deep neural networks that are used for web
application firewalls. In [25] character-level CNN used
for web attacks detection. The SAEs and DBNs can
extract features that are more applicable and reduce the
dimensionality of features vectors. Also, researchers
have been applied SAE to implement WAF in [14, 26,
27] and denoising SAE in [16, 28] for web attacks
detection. In addition to SAE, we used DBN model for
feature extraction in [15] and then used three one-class
classifiers namely OSVM, ensemble isolation forest
and elliptic envelope for detection of attacks, then
compared different methods with each other.

Since text data sets such as HTTP data are
sequential and time-dependent, using RNN methods is
the proper choice as ML algorithms. The deep-based
RNN includes Long Short-Term Memory (LSTM) and
Gated Recurrent Unit (GRU) used for WAF in [29].
This model takes uniform resource locators (URLS) in
the HTTP GET requests as the input. After the URLs
are tokenized by following a particular strategy, two
RNNs that have learned the normal request patterns and
outputs their familiarities with given URLs. Then a
trained neural network decides whether given requests
are anomalous or not based on the output of the RNNS.
Also, ZeroWall [30] trains a self-translation machine
using an encoder-decoder RNN to capture the syntax
and semantic patterns of normal requests. In addition,
the MLs are used to web traffic based anomaly
detection. Using of C-LSTM consists of CNN and
LSTM layers are presented to model spatiotemporal
data contained in traffic data effectively as one-
dimensional time series signal [31]. Also, CECoR-Net
[32] is a character-level neural network which detected
web attacks. It combines the CNN and LSTM
techniques.

In this paper, to have a good representation of
features for HTTP requests, which are sequential
data sets, AE-LSTM is proposed. The AE-LSTM is a
type of AEs in which instead of fully connected layer,
an LSTM layer considered as encoder part of the AE.
Moreover, we will apply our model on two discrete
NLP techniques: n-gram and one-hot attribute
constructors.

Ill.  PRELIMINARIES

A. Long Short-Term Memory networks

Long Short-Term Memory (LSTM) network is a
kind of neural network that can learn long term
dependencies, i.e., it is a special variation of Recurrent
Neural Network (RNN). Dependencies between
various data components such as video frames, words,
time steps of time series are essential information which
machine learnings must extract them in the learning
phase. Recurrent neural network and Recursive Neural
Network (ReNN) can model long-range dependencies
between data components by a chain repeating modules
of neural network in their structure. RNNSs are used for
sequential inputs and unfold over time. While ReNNs
are the generalization of RNN, where the input has to
be processed hierarchically in a tree fashion [33].
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Standard RNNs require to learn long-term temporal
dependencies to maintain information in memory over
time, but RNNs suffer from vanishing and exploding
gradient problems, whereas to determine when data
enters into the memory, when it gets out and finally
when forgetting it, a set of gates is used. This
architecture  leads to  learning  longer-term
dependencies.

For a given input sequence X =
(x®,x@, ., x™} and output sequence Y =
{y®,y®, ., y@®1 ateach time step, the output of the
module is controlled by a set of gates as a function of a
previous hidden state h,_, and the current input x,, the
forget gate f;, the input gate i, and the output gate o,.

The LSTM transition function of gates are defined
as follows:

ir=0(W;[he1, %]+ b;) @
fe= O'(Wf [he—1,x] + bf) (2
l, = tanh(W, [h;_4,x,] + b;) 3
o, =0(W,[hi_1,x]+b,) 4)
c; = f:Oc,_1 + i,OL; (5)
h; = 0, © tanh(c;) (6)

Here, o is the sigmoid function that has an output in
[0, 1], tanh indicates the hyperbolic tangent function
that has an output in [-1, 1], and ©® denotes the
component-wise multiplication.

B. Auto-encoder LSTM

According to LSTM equations (1-6), LSTM is an
excellent machine to learn sequential patterns in
supervised learning tasks such as speech recognition
and machine translation in which we have to learn long-
term dependencies. We can add LSTM’s ability to learn
sequential  dependencies to an  unsupervised
representation learner, encoder-decoder framework, to
have both in one algorithm. The Encoder LSTM runs
through a sequence of samples to come up with a
compact representation. Then, this representation is
decoded through another LSTM to produce the target
sequence.

There are several scenarios to build encoder-
decoder LSTM. Target sequence and sequence encoder
output cause to vary LSTM auto-encoders. An encoder-
decoder framework used for machine translation in [34]
and [35] in which an RNN is responsible for encoding
sequence of symbols into fixed-length representation
and another network decodes the learned representation
into symbols. The work in [36] is similar to auto-
encoders predicted the same target sequence as the
input. In these works, the encoder is a many-to-
one LSTM and the decoder is a one-to-many LSTM.

The motivation of our model is similar to that of
auto-encoders; we consider target similar to the input
and many-to-many structure for encoder-decoder
LSTMs. The proposed architecture is shown in Fig. 1.

International Journal of Information & Communication Technology Research

Decoder |
O S S S

R R A

e )
AR R

Figure 1. Auto-Encoder-LSTM structur.

Assume training examples in the form of X =
{(x®,x®, ., x™M3 Auto-encoder is a type of neural
network in which target values are set to be the input
values Y =X , ie, y®@ =x® fori=1...N and
backpropagation used in an unsupervised manner. An
auto-encoder always consists of two parts: the encoder
f and the reconstruction part g as the decoder. The
encoder can be defined as h = f (x) and decoder is
defined as r = g(h) . In summary, the learning
process is to find a value for parameter vector 6 to
minimize reconstruction error as in (7):

14£(8) = D L(xO,r(") &

4

Where L is a loss function that is used to compute
the error in neural networks, and one of the most
commonly used loss function is the quadratic cost
function, which is the square of the difference between
the desired value and the prediction.

IV. PROPOSED MODELS

For designing a WAF to detect attacks against a
web server that accepts HTTP requests, it is necessary
to construct features from HTTP logs.

In order to extract representative features from the
HTTP request, two models based on character, namely
n-gram and binary one-hot, are applied. For statistical
n-gram method, the size of each feature vector is equal
to the number of all possible n-grams in the data set.
The j*" feature of the i*" feature vector x;; is equal to
the frequency of occurrences of the j* n-gram in the

i" request. In this work, we apply n=2 for the n-gram
method.

After feature construction, two scenarios ReNN and
RNN based on features are applied to detect malicious
requests. The n-gram method is used as a pre-process
for AE-LSTM methodology just for feature reduction
like a RNN; Error! Reference source not found.
shows this scenario. On the other hand, the binary one-
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hot format is used to prepare data for AE-LSTM to
feature extraction like an ReNN. Since the number of
LSTM cells in this method is too large for further
reduction of features, we can use AEs like SAE for
feature reduction according to Error! Reference
source not found.. After that, a one-class classifier is
used as anomaly detector. For this purpose, we use the
Ensemble Isolation Forest algorithm like the models in
[14, 15] in which training and prediction of the
algorithm are fast and accurate.

The isolation forest makes a model to ’isolate’
anomalies from normal data explicitly. The idea behind
the method is that since the anomalies are rare and
different, they are more susceptible to isolation from
normal data, and this makes it suitable for anomaly
detection applications such as WAF. This method
partitions data using a random tree until all instances are
isolated from each other [37].

Our method examines individual HTTP requests.
There is 256 ASCII code in total, but only 96 of them
appear in HTTP dataset [12]. Since the 2-gram model
is computed as two characters frequently, we have
96x96 items; consequently, a vector of 9216
dimensions represents each HTTP request in 2-gram
model. On the other hand, for the binary one-hot model,
we have a matrix of zero and one for each request,
which the number of columns equal to the number of
all character of that request and the size of each column
is a 96-item vector.

Volume 11- Number 3 — Summer 2019 (49 -56)

injection and so on. CSIC data is a publicly available
labeled dataset. The training set contains 36000 normal
data, and the test set contains 36000 normal and more
than 25000 abnormal data. Further, the training set of
ECML contains 20000 normal data and the test set
contains 15000 for each normal and abnormal data.
Additionally, we examined experiments on a system
with the following characteristics: X86-64 GNU/
Linux, Intel ® Core ™ {7-7700k CPU @4.20 GHz,
GeForce GTX 1080 Ti GPU, and 47 GB RAM.

Algorithms  implemented in  Python 3.6
programming language with Tensorflow and Keras
libraries. These libraries are useful tools to design,
build, and train deep learning models. To evaluate our
deep model, some favorable metrics such as accuracy
and generalization are used. A fit generalization is a
good trade-off between false positive and false negative
alarms [6]. We also used several measures to evaluate
the performance of methods:

FP = False Positive: the total number of attacks that
did not detect,

FN = False Negative: the total number of normal
requests that are classified as anomalous,

TP = True Positive: the total number of attacks that
are truly detected,

TN = True Negative: the total number of normal
requests that are classified as normal.

And, these measures are:

= TP + TN
V. EVALUATION Accuracy (Acc.) TP+TN+FP+FN><1OO (8)
We conducted experiments on the CSIC 2010 Detection Rate (DR)= P %100 9)
dataset [38] and ECML/ PKDD 2007 dataset [39]. TP +FN
These datasets contain only HTTP traffic that HTTP Precision (Pr.)= TP %100 (10
requests in addition normal traffics include several TP +FP
attacks such as SQL injection, cross-site scripting
(XSS), buffer overflow, XPATH injection, LDAP
<> .
-7 - SAE Anomaly Detection
— )
DataSet ne-ho AE-LSTM

Figure 2. ReNN model for extraction one-hot features with AE-LSTM and reduction features with stack auto-encoder and then detection
attacks with ensemble isolation forest Proposed input selection strategy structure.

Anomaly Detection

VAN
Vv

- =

DataSet 2-gram

~ D

AE-LSTM

Figure 3. RNN model for reduction features of 2-gram with AE-LSTM method and then detection attacks with ensemble isolation forest
Proposed input selection strategy structure.

International Journal of Information & Communication Technology Research


http://ijict.itrc.ac.ir/article-1-370-en.html

[ Downloaded from ijict.itrc.ac.ir on 2025-11-17 ]

Volume 11- Number 3 - Summer 2019 (49 -56)

Specificity ™ _ «100 (11)

(Spec.)= TN + FP

F-score (F1)= 2xPrxDR . 100 (12)
Pr.+ DR

We also used the ROC curve that provides insights
closer to FPR and TPR for different thresholds of
scores.

As we mentioned, we use AE-LSTM structure for
extracting features. Because when are used n-gram with
a higher order of n, reduction of dimensions is
inevitable. On the other hand, in addition to be large-
scale one-hot features, it is two-dimensional raw data
for each request. Moreover, since for creation one-hot
attribute, it is necessary that all characters of request
convert to 96-dimension vector. Thus, we consider
maximum character 1500 for CSIC data and 2300 for
ECML/ PKDD data to cover all characters of HTTP
requests.

Furthermore, we apply four layers of AE for AE-
LSTM that reduces the 96-dimensional feature vector
to 50, 15, 4 and one blocks of LSTM in each layer,
respectively. Thus, the number of features for the 2-
gram model with AE-LSTM is 96, for one-hot with
only AE-LSTM without SAE is 1500 or 2300 for CSIC
or ECML/ PKDD, respectively. Because we want to
compare models with others, we use SAE after AE-
LSTM to reduce the dimension of the features down to
100. Also, the batch size for every SAE is 36 and the
number of epochs is 30. In addition, the learning rate

vicTR (G

for SAEs is 10—4. As aresult, we compare our proposed
models with Naive methods that use n-gram method
without feature extraction. We can see presented results
of different models and structures for CSIC and ECML/
PKDD data in Error! Reference source not found.
and Error! Reference source not found., respectively.

As we see in Error! Reference source not found.,
the accuracy of AE-LSTM with SAE and one-hot
attributes (the fifth row in Error! Reference source
not found.) on CSIC data is the highest. Therefore, we
can claim this method is better than other methods in
terms of accuracy and generalization. We can see ROC
of this model with the Area Under Curve (AUC) equal
to 0.95, according to ROC curve for different models
for CSIC data.. In addition, other AE-LSTM maodels
have good results in the detection of attacks.

On the other hand, the ECML/ PKDD dataset has
more non-linear relations between its features [11];
therefore, according to ROC curve for different models
for ECML/PKDD data.

and Error! Reference source not found., one-hot
method could not get acceptable results on it. However,
Error! Reference source not found. depicts the AE-
LSTM with 2-gram model, which can extract
meaningful features in order to detect anomalies based
on isolation forest algorithm.

TABLE I. THE DIFFERENT OUR PROPOSED MODEL AND NAIVE MODELS 1-GRAM AND 2-GRAM BASED ON ISOLATION FOREST ALGORITHM
FOR CSIC 2010 DATA.
Model Structure # Features Accuracy DR Pr. Spec. F1
1-gram Naive 96 75.30 48.28 71.96 89.86 57.79
2-gram Naive 9216 72 38.59 67.53 90 49.12
2-gram AE-LSTM: [50-15-4-1] 96 80.33 62.46 77.02 89.96 68.98
One-hot AE-LSTM: [50-15-4-1] 1500 77.91 55.55 74.85 89.95 63.77
One-hot AE-LSTM: [50-15-4-1] 100 87.26 82.73 81.22 89.70 81.96
SAE: [600-250-100]
TABLE II. THE DIFFERENT OUR PROPOSED MODEL AND NAIVE MODELS 1-GRAM AND 2-GRAM BASED ON ISOLATION FOREST ALGORITHM
FOR ECML/PKDD 2007 DATA.
Model Structure # Features Accuracy DR Pr. Spec. F1
1-gram Naive 96 73.74 55.73 87.36 91.88 68.05
2-gram Naive 9216 59.35 27.81 75.93 91.12 40.71
2-gram AE-LSTM: [50-15-4-1] 96 74.62 58.68 86.36 90.67 69.88
One-hot AE-LSTM: [50-15-4-1] 2300 55.57 19.41 70.93 91.99 30.48
One-hot AE-LSTM: [50-15-4-1] 100 56.53 21.48 72.57 91.82 33.15
SAE: [900-300-100]
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Receiver operating characteristic
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Figure 4. ROC curve for different models for CSIC data.
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Figure 5. ROC curve for different models for ECML/PKDD data.

VI. CONCLUSION

In this study, we have leveraged DNN methods
based on the auto-encoder LSTM model to extract
relevant features from HTTP request logs for anomaly
detection in web application firewalls. Moreover, we
have used n-gram based method on character and
binary one-hot on character for attributes construction
of HTTP data and ensemble isolation forest as anomaly
detection algorithm to detect attacks.

Although the one-hot method can model sequences
of our text benchmark but the results depict the binary
one-hot attributes is not the proper one for extracting
meaningful features based on AE-LSTM model for that
features which have non-linear relations between them.
On the other hand, we know that HTTP data is a non-
stationary structure. Therefore, HTTP requests have
different length and sections of data. As a result, we
cannot have invariant blocks of LSTM in order to
extract features based on AE-LSTM model for one-hot
method. Of course, we can consider the fusion of two
feature sets in our model. For example, use the URL
containing  protocol, hostname, extension, and
parameters of the query as the input of one-hot method
and the rest of request containing the header and the
body of request which are larger and more invariant as
input of n-gram method.
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