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Abstract—The use of cloud computing to implement business processes is becoming increasingly important because users can 

benefit from the economic and technical advantages of this technology. The concept of the Business Process as a Service (BPaaS) is a 

new solution in the use of specific business processes as a medium for aligning information technology and business. However, 

managing and deploying business processes on heterogeneous Cloud providers is still a challenge for organizations due to 

interoperability concerns. This paper suggests an algorithm for optimizing the resource allocation of the business process in Extended 

Federated BPaaS model in accordance with the requirements of the user’s policy. The developed model has been compared with 

other popular models supporting the service/business process policy and shows that the proposed model can effectively execute 

business processes with regards to infrastructure and data transfer costs. To evaluate the model, we implemented this algorithm on 

WorkflowSim tool, taking into account the challenges of data transfer in the cloud federation environment. The results of the 

experiments highlight the algorithm’s efficiency compared with initial deployment in a way that the proposed optimization 

mechanism reduces the cost of transferring data between clouds and can improve performance of workflow execution in cloud 
federation in terms of makespan time and cost. 
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I. INTRODUCTION 
* 

A business process or a business workflow is known as a 
high-level model for a set of business activities. One of the 
main characteristics of the business process is that it is based 
on the business rules of the organization. The business process 
represents an end-to-end process of the organization, so 
whenever the dependency between tasks is met then the 
specific goal of the organization is achieved [1], [2]. 

Business Process Management (BPM) or WorkFlow 
Management (WFM) systems automatically support business 
processes. Different business processes and changes on them, 
due to changing market conditions, are inevitable because 
companies need to respond to market changes. As a result, 
organizations are trying to invest in significant projects for the 
development of business processes, resulting in high costs and 
also implementation time, which often prevents fast response 
to them [3], [4]. 

Due to the change in the process request patterns and in 
order to apply the requested processes, the business process 
management system is constantly changing. In private clouds, 
we have fluctuation in resource demanding leads either over-
provisioning or under-provisioning. This is common 
especially when the process steps are deployed by the SaaS 
[5]. 

Complex business processes need variety of services that 
a single cloud often cannot afford. In addition, dissatisfied 
agreements between cloud providers and consumers may 
result from lack of availability of a cloud service. 

Recently, a lot of research has been done on the migration 
of BPM systems to the cloud. However, existing 
implementations mainly address only single clouds. In other 
words, the implementation of process-based applications in a 
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centralized environment with several clouds is still 
challenging [6]. 

Although there are cases in which the cloud cannot 
execute the business process as effective as the user requires, 
a process-oriented application in a cloud is only suitable for 
business processes that are not data and compute-intensive. 
For instance, some process-oriented tasks may have certain 
infrastructure requirements not supported by the cloud. 
Extensive scientific workflows have a large number of tasks 
that require processing and storage capacities beyond the 
cloud size [3], [7]. 

Users of business processes like any other cloud clients 
prefer to have the high performance and low cost. A federated-
cloud BPaaS as a solution, which runs business processes 
using various clouds, is suitable in terms of quality and cost. 

Therefore, the cloud federation is considered as the perfect 
solution as the next development of cloud computing. The 
Federation of Clouds offers timely capabilities and delivers 
the elasticity of applications so that QoS is guaranteed under 
the dynamic environment by changing workloads. This can 
provide support for elastic provisioning capabilities to address 
changes in user demand. Research focuses on the challenges 
of the federal cloud computing environment such as the Job 
scheduling [8], [9]–[12] 

Federated cloud service providers that are linked to 
provide resilient resources to users which can reduce the 
challenges of Service Level Agreements (SLAs) [13], [14]. 
Therefore, the cloud federation can offer the following 
benefits: 

 
i. performance guarantees; 

ii. availability guarantees; 
iii. convenience; and 
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iv. dynamic workload distribution. 
 
Using several clouds for workflows, is the issue of service 

combining [15], where services provided by different clouds 
are cooperate for a goal, here, executing tasks of a business 
process. Similarly, we call such multi Cloud Services as a 
composite service. The topic of research with cloud 
computing services is not only the choice of individual 
services, but also more challenges, the impact of service 
composition. Cloud selection for a workflow is a complex 
matching problem, in which both the software requirements 
on the infrastructure and the quality of services and properties 
of cloud providers, including service prices, availability and 
response time, should be taken into consideration. By using 
these parameters and in addition to the effect of the 
combination, it is not easy to decide which clouds to execute 
the workflow with the result of payment, with the specified 
cost, but with policy enactment assurance. 

The expansion of the deployment of workflow in multiple 
clouds is typically limited to optimizing the assignment of 
tasks to predefined Clouds resources, with the aim of 
minimizing data transmission, runtime, and cost [15]. These 
approaches do not support Cloud Clouds SLA selection, 
which can also greatly affect performance and deployment 
costs. Enterprises face difficulties in identifying and selecting 
the process providers, as they should consider costs, vendor 
lock-in and security aspects. 

Briefly, in this paper we have the following contributions: 
- An extended framework to support the deployment 

of business process on a federated Cloud 

environment. 

- Policy-based matching approach in federated clouds  

- Optimization of workflow execution in the federated 

Clouds 

 

II. RELATED WORK 

In this section, we discuss the works related to the 
deployment of service-based processes as well as business 
processes in the cloud environment. 

Cloud computing is a computing concept based on early 
technologies such as Grid and utility computing tools and 
support various service models: software as a service (SaaS), 
platform as a service (PaaS), infrastructure As a Service (IaaS) 
In this section of the paper, we describe the work related to 
Cloud Flow Management in various cloud types, and in 
particular the deployment of automated service deployment in 
heterogeneous clouds, and also cover policy models in service 
computing.  

In Grid computing, it is essential that a type of coordinator 
is responsible for managing tasks between network sites 
because the network resources are heterogeneous [6]. This is 
known as the Workflow Management System (WfMS). The 
most important tasks of these systems are the description of 
the workflow, resource discovery, job planning, data transfer 
and monitoring. Comprehensive terminology and accurate 
comparison of WfM systems by Yu and Buyya are presented 
in[16]. 

In recent years, researchers have actively studied the 
scientific workflows in the field of distributed computing. 
Examples of workflow services like UNICORE1, as well as 
the DAGMan component developed in the Consdor toolkit as 

                                                        
1 https://www.unicore.eu/ 
2 https://www.globus.org/ 

an extension for the Globus toolkit2 are middlewares for the 
purpose of integration of workflow engine[17]. 

Cloud computing has greatly expanded in managing 
business processes in grid computing. Although the cloud 
brings a lot of technical benefits such as provenance and 
elasticity to workflow developers, it creates new problems for 
the organization. 

One of the common ways to set up business processes in 
cloud is using WfMSs, for example Kepler WfMS [17], [18], 
which has been expanded for the purpose of using Amazon's 
EC214 service. Article [19] suggests market-based cloud-
based architecture. A broker as a Market-Maker is the main 
component of this architecture which acts as an interface 
between the user and the cloud resources, and an engine based 
on QoS requirements, provides tasks between cloud resources. 
Aneka platform using the EC2 service shows the proper 
performance of this architecture in implementing cloud-based 
workflows [20], [21]. 

The mOSAIC 3  project is designed to streamline cloud 
development, including workflow. It provides a framework 
that includes the Cloud Agency and the API. The cloud 
agency component meets the best resource settings that satisfy 
the SLA of the software. The mOSAIC API is a programming 
model that supports the cloud federation. Implementing an 
agent based on this framework is available and evaluated by 
actual programs and clouds. One of the reasons for this 
framework for workflow developers is that the program needs 
to be rebuilt so it can be compatible with the mOSAIC API. 

Many approaches ensure that they support heterogeneous 
clouds, however their actual implementation only uses 
homogeneous cloud environments. In addition, these 
approaches often ignore the transmission of data and network-
related communications between business process activities, 
while it is very important. In addition, the selection of cloud 
resources required to deploy a business process is often based 
on the requirements of SLA, while non-functional needs are 
ignored. 

A business process is not a web service or business 
activity. In a business process, activities are connected 
through the flow control structure, and decisions in a service 
can lead to more changes or other actions in other services. 
The policy model needs to consider the business process and 
flow rather than just the service. For example, canceling a 
process is different from service cancellation. 

The XACML models [22] and WS-Policy [23] are two 
prominent models as standard specifications. They can be 
considered in a family, because both focus on the limitation of 
services. In fact, they really do not accept the basic 
requirements mentioned above. More work on these models 
still covers the constraints aspect. 

Article [24] offers an architectural solution to deal with the 
process as a service topic. This architecture includes an 
architecture style called Service Process Architecture (SPA) 
designed to expand the service-oriented architecture style. The 
SPA style defines the principle for developers to achieve 
customization and processing compatibility. This architecture 
consists of three main parts: the specification of the policy, the 
coordination framework and the enhanced AOP. Policy 
specifications will help users identify their business policy 
needs in the cloud environment. The purpose of the 
framework is to coordinate the use of policies defined for 
different users during process execution in the cloud. Finally, 

3 https://www.mosaic-fp7.eu/ 
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the AOP has enhanced and is responsible for extensibility of 
the framework. 

SPA architecture can expand service oriented architecture 
and affect SOA principles. Using this architecture, a 
comprehensive solution is presented for the process as a 
service, while this architecture is only applicable to clouds, 
however, the federal cloud considerations are not considered. 
In addition, implementation of this model is complicated, 
because consumers are responsible for overseeing compliance 
with business process policies. 

In  [25], the authors propose a pure Petri method to provide 
platform-based resources achieve their proper execution in 
clouds. While in our work, we focus on adaptive deployment 
of service-based processes with IaaS resources needed to meet 
the user policy requirements and QoS. In [26], authors 
challenge the deployment of business processes to a cloud 
infrastructure from the perspective of the process owner. The 
proposed approach consists of three main phases: forecasting 
the implementation of the process, allocating resources, and 
estimating the cost. Compared to our work, only the time for 
re-run and reuse is considered, while no strategy for collecting 
communication costs has been created. In addition, they 
consider deploying to a cloud provider and not responding to 
different demands for cloud computing resources. 

 In [27], the authors offer an adaptive resource allocation 
strategy to implement the process in the cloud environment. 
In fact, based on previous knowledge about the current and 
future trends, cloud resources are automatically allocated or 
released. The authors focus on avoiding the under and over 
provision, however, nothing about the reduction of 
communication costs in the process has been mentioned. In 
[28], a Mixed Integer Linear Programming (MILP) approach 
is used to ensure the cost-effective planning of an elastic 
process into a hybrid cloud. The proposed model considers 
data transfer to reduce the total cost of assistance. Also, in 
[29], authors suggest a linear program (LP) to determine a 
customizable business process to apply optimal methods to a 
cloud federation. The proposed model considers the cost of 
calculating and transferring data. However, in [30], the 
authors claim that the LP is not suited to resolving the 
deployment of large-scale applications in computing 
infrastructure. In fact, the amount of time and resources 
needed to solve the problem increases significantly with the 
size of a given workflow. Therefore, the discoveries are 
needed to provide a faster and efficient solution. 

Given the above issues, the BPaaS federation model has 
been expanded. It is based on a component that allows users 
to select the most appropriate cloud resources based on their 
policy requirements, service level agreements, and costs. With 
the help of the Federal BPaaS, various clouds have been 
identified for implementing a business process with respect to 
policies. The proposed model is able to manage the movement 
of data between different tasks in the business process. In this 
work, the simulation results show that our model is successful 
in providing efficiency in terms of time and cost in executing 
the workflow. In addition, due to the high level of this model, 
it can be coordinated with other existing cloud infrastructures. 

III. SAMPLE BUSINESS PROCESS SCENARIO 

In this section, we will introduce a motivational scenario 
of the financial industry that is increasingly facing a huge 
volume of transactions and has currently an enormous 
transition in banks and financial institutions. The most 
important goal is to respond to the user's needs efficiently, 
which includes an optimization process for business 
processes. 

We consider a large financial company with a variety of 
users and is made up of numerous business processes that 
include a variety of software-based services. These services 
provide short-term operations, but critical times like 
processing credit card transactions and billing, into long-time 
intensive computations such as suspicious modeling and risk 
analysis, and large-scale analytical processes for financial 
institutions such as insurance. These processes typically 
contain a large amount of data, require complicated parallel 
computing, and are often rarely needed. Keeping a private 
cloud for the computing capacity to run these models in 
particular or periodically can be expensive, especially when 
resources may be used for a large part of the time. The 
Federation provides the clouds needed for private clouds, 
helps them optimize their use and achieve significant 
performance, and allows them to respond to ambitious 
modeling risks and potentially responsive variations. (Such as 
accepting new regulatory requirements) faster. 

There are many processes used in a wide range of domains 
in organizations. A shopping process can be used in retail 
applications. In many companies the recruitment process is 
used. Therefore, there is a great potential to share many 
service-based business processes between the parties. 

The scenario shown in Figure 1 shows a general service-
based process delivered by BPaaS providers. In fact, there are 
organizations looking for a business process, and we know 
them as process consumers. However, due to the differences 
in the trading policies of different organizations, the use of 
business processes is difficult for other organizations. 

We use the service-based process shown in Figure 1. We 
are considering the process to be deployed in a federated 
environment. 

All activities of the process are public service process and 
available on the Internet. These services belong to different 
organizations that are provided as SaaS. As shown in Figure 
1, the business process consists of 9 activities, each supported 
by a public service provided by a cloud provider. Each policy 
of the activity is defined by the process client. 

 

Service1 Service4

Service2

Service3 Service7

Service5

Service8

Federated Cloud A

Federated Cloud B

Federated Cloud C

Service6

P1,P2

Policy

P3

Policy

P5

Policy

P6

Policy

P4

Policy

P8

Policy

P7, P9

Policy

 

Fig. 1. Business Process in BPEL 

As shown in Fig 1., the business process consists of 8 
numbers of software services. Services deal with a large 
amount of data, as well as precise models that need to be 
transferred from one service to the next. This transition takes 
time to be considered by the BPMS. The enterprise maintains 
a fixed set of computing resources as a private cloud, which is 
enough to provide all software-based services at an off-peak 
time. At the peak times, when there are multiple parallel 
processes, it is necessary to lease additional resources or bring 
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the process to the federal clouds to meet the needs of resources 
for services. Figure 1 provides a snapshot of the 
implementation of the federal cloud process that runs 
Service1, Service2, Service4, Service8 on Cloud A and 
Service3 and Service7 running in the federal Cloud C, and 
finally, Service5 and Service6 must be run in the Federated 
Cloud B, which are members of a cloud federation, as there 
are fewer resources in the private cloud. The capabilities to 
transfer data in a cloud is very good, so data transfer from user 
data only needs a short time. Conversely, the capabilities to 
transfer data between members of the federation is limited, 
because they are transmitted through the Internet. This transfer 
of data between the cloud also issues the cost of data transfer. 

The process that is supposed to be deployed in a cloud 
must meet policies of the organization. Table 1 contains 
examples of policies that need to be implemented in the 
business process for the consumer of process. 

TABLE I.  SAMPLE BUSINESS POLICIES 

Cloud 

Service 

Policy Sample Policy Description 

Service1 P1,P2 - Transactions for any order from abroad are not 

allowed. 

- Orders less than 5 are not allowed.  

Service2 P3 - Central Bank of Iran should process payment 

transactions. 

Service3 P5 - If the card processing fails, the service should 

be retried. The maimum numbers of retry is 9 

for the last 4 minutes and less than 3 for the last 

60 seconds. 

Service4 - - 

Service5 P4 -The processing time spent for the credit card 

should not be more than 650 ms. 

Service6 P8 - Any business partner with low security (>6) 

can not receive the information of accounts for 

customers. 

Service7 P6 - Any Order with total price over the 1800 euros 

is shipped without any charges. 

Service8 P7,P9 - The system should issue a formal receipt for 

costomer 

- A notification is sent to the costomer due to 

the failure in the issuing receipt 

The policy model in this work is similar to the XACML 
specification. In fact, three levels for the structure (Rule, 
Policy, Policy Set) are taken into consideration. By using this 
model, we can have nested policies for different scenarios. 
This is intended for many organizations, because this feature 
is essential for them to develop their own business policies. 
Since the rules are the main elements of a policy, the user must 
define the various categories of rules required to cover various 
aspects of business policy. 

The goal is to avoid costly data transfer when adopting the 
process in line with the alignment of business process policies. 
Since the completion of the process is critical to the 
production process, each process is set to have a deadline, and 
when the execution of the process does not meet this deadline, 
the cost of the penalty could increase. The amount of process 
vision and the exact execution time of the process can also be 
found in a variety of areas, such as the financial industry. 
Therefore, work in hand can also be applied to other areas 
[31]. 

IV. EXTENDED FEDERATED BPAAS MODEL 

A. Extended Federated BPaaS Model 

The Extended Federated BPaaS is designed as a mediator 
between process consumers and cloud service providers. It is 
an extension of our previous model [32] .The Extended 
Federated BPaaS Model Architecture is illustrated in Fig. 2. 
The model is developed to help process consumers find the 
right cloud provider to execute their business processes and 
ensure that their corresponding policies are enacted. during the 
execution of the workflow process. 

 

 

 

 

 

 

 

 

Fig. 2. Architecture of Extended Federated BPaaS Model 
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The workflow manifest is owned by the user of the business 
process and the key element in the Extended Federated BPaaS 
Model. It simply identifies the business process structure in 
terms of business activities (services) that are supposed to be 
deployed as services in the cloud federation. For each of these 
activities in this process, a reference is assigned to a policy 
that fully defines policies and QoS. Moreover, the manifest 
includes input and output information. 
Main components of the Extended Federated BPaaS Model 
are as the following: 

-Federated BPaaS Manager (FBM):  

This component is the heart of the model and is a business 
process management system. The responsibilities of this 
component are accomplished by three main components: 1) 
Workflow Manager, 2) Distribution Manager, 3) Adaptive 
Allocation Manager.  

1) Workflow Manager: 

Workflow Manager control and plan the execution of the 
business process. The Workflow engine receives the business 
process steps with the Service Level Objectives (SLO) in the 
form of a user request, and decomposes the business process. 
Then, Match Maker searches for the service directory to find 
services that match the workflow tasks to the services. This 
mapping is useful to find out what services are running, so it 
is distinguished from this traffic information manager to direct 
service call requests to the VM containing this service to 
allocate resources. In addition, the service call is limited by 
the QoS specified in the SLO. 

The workflow executer begins to execute a workflow and 
its services. According to the workflow request, workflow / 
service planning, and query result from the distribution 
manager, the selection of services for the workflow stages is 
done. The response time of the service is measured by the 
executer. This function is to identify the deviation from the 
expected behavior at the time of execution, which results in 
penalties. The Workflow Manager logs service calls and 
response time. In case of deviation, the workflow manager can 
re-plan the execution of the workflow.  

2)  Distribution Manager: 

The Distribution Manager component promises the 
implementation of policies determined through several 
components. The Monitor component collects information 
from the cloud coordinator. The information includes the use 
of resources in the cloud and the latest status of the task 
execution task. In the case of SLA compromise, the monitor 
component decides to transfer the service to another cloud 
within the federation. Negotiator component keeps the latest 
status of cloud resources. Some tasks require processing of 
input data. The data distribution component is responsible for 
coordinating the transmission of data to the tasks. The task 
distribution is done by the Task Dispatcher Component. This 
component delivers the tasks to the resources to be executed. 

3)  Adaptive Allocation Manager: 

Adaptive Allocation Manager is responsible for the 
efficient allocation of resources to services. Whenever a 
service is required to be migrated from a VM in a cloud, the 
Adaptive Allocation Manager find the best destination VM in 
a cloud with respect to the minimum transfer of data between 
cloud as well as enforcing the business process policy 
compliance.  

  

-Cloud Coordinator: 

This component is shown in Figure 2 and is responsible 
for cloud management of the membership in the Federation of 
Clouds in an organizational context based on QoS by 
negotiating a contract. The cloud coordinator provides the 
planning environment, management, and deployment for 
business processes. The cloud service is transferred to the 
cloud community by implementing core resource 
management features such as scheduling, allocation, and 
monitoring. 

The scheduling and allocation components will check if 
there are enough resources to perform tasks, and then allocate 
the appropriate VM based on the QoS workflow. 

Policy Engine: The policy engine maintains the 
information for SLAs and policies. This component is 
responsible for accounting for the use of services. Users can 
introduce multiple QoS to choose more options for running 
business processes, but this complicates the finding of optimal 
resource allocation solutions. In the federation, the schedule, 
re-allocation and migration of VMs is required dynamically to 
respond to the SLA, so the cloud coordinator facilitates access 
to availability, rules, pricing rules, and SLAs. 

The monitoring component is responsible for overseeing 
deployed services and their capacity adjustment, a number of 
VM instances and allocating their resources such as memory 
and processors to ensure that the SLA is consistent with and 
consistent with business policies. 

B. Policy-Based Computing Approaches 

Since policy-based computing is very important in the 
proposed model, it would be better to compare this model 
with other policy-based approaches in the area of systems that 
are dependent on service-oriented architecture. Table 2 
provides a comparison of policy-based approaches such as 
WS-Policy, XACML, SPA approaches and Extended 
Federated BPaaS model. In the XACML approach, consumer 
policy requirements are not provided, so policies are defined 
only by process providers. On the other hand, in the WS 
policy approaches, only policies adopted by the two sides are 
applied. Furthermore, the WS policy approach focuses on 
services, not business processes. Process consumers are able 
to define their policies in the process in the approach of SPA. 
Providers can also set policies for internal users. Both 
XACML and SPA support policy implementation in a single 
cloud, but no one supports the implementation of policy in a 
few clouds, especially in the cloud federation environment. 
The proposed model is suitable for organizations because it 
supports business processes every day and effectively 
prevents vendor-lock in problem. 
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TABLE II.  COMPARISON OF POLICY-BASED COMPUTING APPROACHES [32] 

Policy-based Computing 

approach/model 

Focus of 

Policy 

Support of 

Policy 

monitoring 

for Provider 

Support of 

Policy 

monitoring for 

Consumer 

Single 

Cloud 

support 

Federated 

Cloud 

support 

XACML Service Yes - Yes - 

SPA approach process Yes Yes Yes - 

WS-Policy Service Yes Yes - - 

Extended Federated 

BPaaS 
process Yes Yes Yes Yes 

 

V. SYSTEM MODEL 

At this point, it should be noted that the execution of the 
business process is assigned to a time period t, and we use the 
parameter t as index for considering the time dependent 
variable. This allows us to apply the scheduling and resource 
provisioning generation using this model at a desired point of 
time. This point of time is when a business process step fails 
to enact the  determined policy. Other cases could be 
considered, for example, in cases where missing information 
or new information is available. Such as additional process 
requests, leased or released resources, or an unexpected error, 
such as a VM connection failure. 

 
Definition 1: Process Provider  

We consider multiple process models, and therefore state 
the set of process models with P where:  

𝑝𝑖 ∈  P =  { 𝑝1 , … , 𝑝𝑛  }  , 𝑝𝑖 indicates one process model 
of Process Provider. 

Each process includes tasks that is used when the work in 
the process is not broken down to a finer level of Process 
detail, and therefore we consider the set of tasks within a 
process as follows: 

𝑡𝑝𝑖

𝑗
∈  𝑇𝑝𝑖

=  {𝑡𝑝𝑖
1 , … , 𝑡𝑝𝑖

𝑚} , 𝑡𝑝𝑖

𝑗
 indicates one task model 

within the process model 𝑝𝑖 . 

In a certain time period t, a set of process instances are 
considered for execution in the cloud federation, where: 

𝑝. 𝑖𝑛𝑠𝑝𝑖
𝑘 ∈ 𝑃𝐼𝑝𝑖

= {𝑝. 𝑖𝑛𝑠𝑝𝑖
1 , … , 𝑝. 𝑖𝑛𝑠𝑝𝑖

𝑝
} , 𝑝. 𝑖𝑛𝑠𝑝𝑖

𝑘  indicates 

one certain process instance of process model 𝑝𝑖 in the cloud 
federation. 

 
Each process instance includes task instances that is used 

to fulfil the process, and therefore we consider the set of task 
instances within a process instance as follows: 

𝑡𝑖
𝑝.𝑖𝑛𝑠𝑝𝑖

𝑘
𝑙 ∈  𝑇𝐼𝑝.𝑖𝑛𝑠𝑝𝑖

𝑘 =  {𝑡𝑖
𝑝.𝑖𝑛𝑠𝑝𝑖

𝑘
1 , … , 𝑡𝑖

𝑝.𝑖𝑛𝑠𝑝𝑖
𝑘

𝑞
} , 𝑡𝑖

𝑝.𝑖𝑛𝑠𝑝𝑖
𝑘

𝑙  

indicates one task within the process instance 𝑝. 𝑖𝑛𝑠𝑝𝑖
𝑘  . 

 
Definition 2: Cloud Provider  

A cloud provider C is defined as a pair C = (Sc, VMc), 
where: 

– Sc = ((S1,R1), …, (Si,Ri)) represents the service models of 

cloud service provider C where Si is the service and the Ri is 
the set of policy rules supported by the service Si. 

– VMc = {VM1, …, VMj} represents the set of VM types 
provided within cloud provider C which vary in their 
configuration and their cost per billing time unit and data 
transfer. 

Each VM type has a specific resource, e.g., available CPU 
and RAM as well as bandwidth capacity. 

Each VM type is defined as a tuple VM = (Cp, Rp, Dp, Cc, 
Rc, Dc) where Cp is the price of CPU, Rp is the price of RAM 
storage, Dp is the price of data transfer, Cc is the max capacity 
for CPU, Rc is the max capacity for RAM storage and Dc is the 
max capacity for data transfer rate. 

Definition 3: Cloud Federation  

A cloud Federation is defined as F = (CF, TF), where: 

- CF = {C1, …, Ci}, represents the cloud providers 
participating in the cloud federation F. 

- TF = (TR, TC), where the TR is the data transfer rate 
between clouds in the federation and the TC is the data transfer 
cost. 

Due to a specific instance of a particular process, it does 
not necessarily call corresponding service instances because 
the cloud federation tries to minimize the total cost, that is, the 
cost of renting a VM. Therefore, at the beginning of the t 
period, it may not yet be necessary to start a process because 
its due date in the future is sufficient and the execution of the 
process may lead to a subsequent optimization period. 

VI. OPTIMIZATION MODEL AND ADAPTIVE ALLOCATION IN 

FEDERATED CLOUDS 

A) Simple Workflow Policy Matching Algorithm 

We implemented a simple workflow policy matching 
Algorithm called SWPMA. Depending on the list of services 
that is requested and the candidate list of candidates, SWPMA 
iterates through the list of services and randomly selects a 
candidate for each, which meets all the requirements of the 
policy. Therefore, for each selected provider, there must be a 
policy respectively inside user defined ranges in the workflow 
manifest. 

Additionally, the algorithm examines the capacity of the 
current data center whether the load allows the deployment of 
the requested service type. However, the result set may be 
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empty that means non  e of the cloud providers meet the 
requested criteria. 

The following pseudo-code describes the operation of the 
SWPMA algorithm using the system model presented in the 
previous section. 

Input : T(task t and its children) , SP , VM = (Cp_MAX, Rp_MAX, Dp_MAX) , Rtask 
For each task in T  
For each service provider p in SP Do 
   If task is Deployable in p Then 
      If VM = (Cp_MAX) <= VM = (Cp)  & VM = (Rp_MAX) <= VM = (Rp) & 

       VM = (Dp_MAX) <= VM = (Dp) & Rtask ⊂  Sc (R)  
      Add(p, CList) 
 
      Endif 
   Endif 
Endfor 
 
If size of CList ≠ 0 
      Then 
          p_new = Choose random p from CList 
          RandomAllocationMap.add(task, p_new) 
       Else return null 
Endif 
Endfor 
 
Output : RandomAllocationMap 

Fig. 3. Simple Workflow Policy Matching Algorithm (pseudo-code) 

B) OPTIMIZATION MODEL 
Described SWPMA algorithm is flexible in adapting SLA 

features. Hence, it cannot handle the use, because functional 
characteristics are more important than the non-functional or 
selecting providers, while reducing overall costs. 
Additionally, network connectivity between clouds and traffic 
costs are ignored in the implementation. Therefore, we use an 
economic utility-based matching algorithm that meets the 
needs of customer policy needs and their QoS settings. The 
main strategy of the tool algorithm is to optimize the user cost 
for the quality of the requested service using an optimization 
model. 

The workflow is executed and managed by the Federated 
BPaaS manager. When an step of a workflow fails to fulfill 
the policy of that task, it is required to re-schedule and allocate 
that task and subsequent tasks (T) to appropriate cloud 
providers in the cloud federation regarding the cost of data 
transfer between clouds. The optimization model for the 
purpose of cost reduction is as follows: 

Min ∑ ∑ (𝐶𝑝, 𝑅𝑝, 𝐷𝑝)𝑣𝑚 ∊ 𝑉𝑀𝐶 ∗ 𝑛(𝑣𝑚, 𝑡) +𝑡𝑎𝑠𝑘 ∊ 𝑇 

𝐷𝑆𝐶𝑜𝑠𝑡 +  𝐷𝑇𝐶𝑜𝑠𝑡   

The term 𝐷𝑆𝐶𝑜𝑠𝑡  and 𝐷𝑇𝐶𝑜𝑠𝑡  represent the cost of data 
storage and data transfer respectively for the migration of the 
task. As intra-cloud data transfer is free of charge, the data 
transfer cost will be 0 in the same cloud. Data transfer cost is 
calculated as follows: 

𝐷𝑇𝐶𝑜𝑠𝑡 = {
𝑇(𝑠𝑟𝑐) + 𝑇(𝑑𝑠𝑡)  𝐼𝑛𝑡𝑒𝑟_𝐶𝑙𝑜𝑢𝑑 
0                               𝐼𝑛𝑡𝑟𝑎_𝐶𝑙𝑜𝑢𝑑

   

Fourth term in the formula is for determining the priority 
of the task. The current time t is subtracted from 𝐷𝐿𝑝𝑖 which 

represents the deadline of the process, so the task with a closer 
time to the deadline has the higher priority for assignment. 

VII. EVALUATION 

We evaluated the proposed SWPMA algorithm and the 
optimization model using a real Montage application by 
performing a series of simulation experiments. The simulation 
environment used and the results gathered in this section are 
presented in this section (Fig. 4). 

To evaluate, we use a broker-based simulation framework 
to examine the deployment and scheduling of workflow in 
multi-cloud environments. This framework helps users find 
the Cloud service suitable for implementing and executing 
their work applications. Its main component is Match-Maker, 
which performs the matching process to select target clouds 
for deployment. Task scheduler assigns workflow tasks to the  
selected cloud resources. The architecture also includes a data 
manager to manage data transfers during the execution of the 
work. All communications with cloud providers provided by 
the standard interface provided by hosted Inter-cloud 
Gateways. A Workflow outsourced from the client side, 
delivers the workflow tasks to the Federated BPaaS Manager 
with respect to their execution order and data flow 
dependencies. We use WorkflowSim [33], a CloudSim-based 
version of the Pegasus WfMS [34] as a workflow engine. 

To execute workflows using this framework, the 
Workflow Engine, in the first step, receives a description of 
the workflow and policy requirements and QoS from the user. 
After parsing the workflow, workflow engine implements 
different clustering techniques to reduce the number of 
workflow tasks. The workflow and the user needs are sent to 
the Broker. In the following, Match-Maker selects cloud 
resources that can fit the user's requirements using different 
matching methods. After that, all the VMs and the requested 
cloud storage are selected in Clouds, the Workflow Engine 
transmits the input data from the client to the cloud storage 
and then begins to publish the workflow tasks according to 
their executable instructions. During the implementation, the 
planner assigns each task to a VM with respect to different 
planning policies, while the data manager manages the 
transfer of cloud-to-cloud data. A duplicate catalog stores data 
catalogs by mapping work files to their central data centers. 
Eventually, the results of the execution are transferred to the 
cloud storage and can be retrieved.  

To evaluate, we implemented the proposed SWPMA 
algorithm using the Java code as new matching policies in the 
Match-Maker Broker component. 

For all simulation experiments, we have configured 15 
cloud datacenters. Each cloud consists of 45 physical hosts, 
which are evenly divided between three different host types 
with 12 to 24 CPU cores. All 15 modeled datacenters provide 
computational services with different VM settings. In 
addition, 12 of them have Cloud Storage service. 

To have an experimental evaluation of our match-making 
approach with a real case study, we will consider using a 
Montage workflow using the previously described simulation 
framework. Montage workflows mapped by Pegasus to the 
NSF Cyber-Infrastructure are characterized by tens of 
thousands of executable tasks and the processing of thousands 
of images. 
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Fig. 4. Montage Workflow DAX (18 jobs) example 

For all of our experiments, we use real-time Montage 
XML trace (1000 jobs) generated by Pegasus WfMS from a 
workflow production process. 

Job descriptions, including runtime information and 
input/output inf  ormation, have been imported with 
Workflow Parser of WorkflowSim. To reduce scheduling 
overhead, we configured the clustering engine to use vertical 
clustering as a hybrid technique. Here, the sequential tasks of 
each vertical level are merged into a cluster task. Additionally, 
we configured the Workflow engine to run a maximum of five 
tasks to the server at each scheduling period (the default value 
used by Pegasus). As a planning policy, we first use the simple 
Round Robin programmer who takes the workflow schedule 
tasks to the first VMs in the workflow regardless of the 
location of the data center. Clearly for data-intensive 
workflows, we can use more sophisticated scheduling policies 
such as scheduling based on data locality [35]; using data 
locality to improve the performance of the execution of the 
Montage astronomical workflow [36] in the cloud. 

The scenario of using a Montage workflow deployment 
using our simulation framework includes the following steps: 

First, the user provides his functional requirements for 
deploying a workflow with requests from 10 to 45 VM and a 
cloud storage to store data. We assume that all VMs located in 
the same data center are connected to a shared storage. After 
getting QoS and user budget requirements, the Workflow 
engine sends a user request to the Cloud Service Broker (1) to 
select the appropriate Clouds for deployment based on the 
policy of matching the configuration. Then the requested 
resources are deployed (2), the Workflow engine transmits the 
input from the client to the cloud storage and then starts the 
execution of the task (3). Finally, the output data is stored 
when storing the cloud, when the execution is completed and 
can be obtained from the customer. 

To collect simulation results, we repeated 20 times in the 
same host, and then we calculated the average value. The 
results of the simulation are shown in the figure 5 and figure 
6. 

 

 

Fig. 5. Total WF execution cost with SWPMA and SWPMA_OPT for 

different VM numbers 

 

 

Fig. 6. WF execution time with SWPMA and SWPMA_OPT for different 
VM numbers 

TABLE III and IV illustrates the improvement in 
makespan and cost for workflow execution in different 
scenarios.  

TABLE III.  COST REDUCTION IMPROVEMENT BY  SWPMA_OPT  VS 

SWPMA 

VM 

numbers 
SWPMA SWPMA_OPT 

Cost 

Reduction % 

10 165 137 17% 

15 183 152 17% 

25 197 165 16% 

35 208 172 17% 

45 238 195 18% 

 
Results of two algorithms reveals that the average cost 

reduction in workflow execution is 17% which is 
considerable in large scale execution of business processes.  

TABLE IV.  MAKESPAN IMPROVEMENT BY  SWPMA_OPT  VS SWPMA  

VM 

numbers 
SWPMA SWPMA_OPT 

Makespan 

Improvement 

% 

10 1842 1650 10% 

15 1592 1370 14% 

25 1320 1188 10% 

35 1220 938 23% 

45 992 799 19% 

TABLE IV contains the data for makespan improvement 
in workflow execution. For 35 number of VMs the 
improvement in makespan time is 23% and 19% 
improvement for 45 VMs. It shows that although the 
makespan time is decreased in comparison to SWPMA, the 
improvement rate could be reduced by increasing VMs as the 
overhead of data migration could increase.      
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VIII. DISCUSSION 

As it is illustrated in the figure 5 and 6, as the total cost 
decreases the execution time for workflow increases. So, 
leasing les  s VMs causes high make span time and if we need 
faster execution of workflows we should lease more number 
of the VMs. Moreover, the SWPMA_OPT algorithm shows 
an improvement in the cost and make span in comparison 
with the SWPMA algorithm which uses a random approach 
to re-allocation of task to services when it fails to fulfill the 
workflow policy. 

The Extended Federated BPaaS responds effectively to 
the concerns of business process consumers using SOA-
based computing. Organizations can leverage their business 
processes into federal BPaaS management with different 
forecasts such as business policies and QoS. The consumer is 
not worried about finding the right service in the cloud. In 
fact, managing the workflow for matching services from the 
directory service and scheduling task schedules is the 
responsibility of workflow manager. The distribution 
manager monitors the compliance of the business process and 
examines the appropriate measures to ensure the 
implementation of the policy during the execution of the 
workflow. Therefore, the business process consumer assures 
that the implementation of business process is aligned with 
the specified business strategy and the distribution of tasks in 
an affordable manner. 

A Cloud Service Provider that is a member of the Cloud 
Federation uses the Cloud Coordinator with the BPaaS 
Federal Director. The Cloud Coordinator plans local 
applications locally and helps cloud providers to improve the 
use of resources in the cloud. In addition, monitoring the 
execution of the task, and in the event of a violation of QoS 
or policy, the distribution manager will assign tasks to other 
services. 

IX. CONCLUSION 

In this paper an Extended Federated BPaaS Model was 
proposed for deploying business processes in the cloud 
federation environment. Based on a mediator, the proposed 
framework helps cloud users to get cloud resources 
considering their policies and tasks' QoS requirements. The 
developed model has been compared with other models that 
support business policy, and suggests that the proposed model 
can efficiently deploy processes of the customers on the 
federated clouds. We focused on the adaptive allocation of 
resources that actively distribute the tasks to achieve better 
makespan time and data transfer cost. 

To evaluate the model, we implemented it the 
WorkflowSim tool with considering the data transfer 
challenges in the Cloud federation environment. We 
implemented a simple workflow policy matching Algorithm 
called SWPMA that considers the business policy of the 
process but does not consider any optimization. This 
algorithm was improved by a proposed optimization moled.  
The results of experiments show that proposed optimization 
mechanism reduces the data transfer between the Clouds and 
improves the makespan for workflow execution. Furthermore, 
the results reveals increasing the number of vms has limitation 
and rate of improvement could decrease.     

For the future works, we could implement AI approaches 
to improve the performance of the model to have a better non-
functional attributes. 
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