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Abstract— Recently, deep learning methods, mostly algorithms based on Deep Convolutional Neural Networks (DCNNs) 

have yielded great results on pedestrian detection. Algorithms based on DCNNs spontaneously learn features in a 

supervised manner and are able to learn qualified high level feature representations to detect pedestrian. In this paper, 

we first review a number of popular DCNN-based training approaches along with their recent extensions. We then 

briefly describe recent algorithms based on these approaches. Also, we accentuate recent contributions and main 

challenges of DCNNs in detecting pedestrian. We analyze deep pedestrian detection algorithms from training approach, 

categorization, and DCNN model points of view, and ultimately propose a new deep architecture and training approach 

for deep pedestrian detection. The experimental results show that the proposed DCNN and training approach, achieve 
more accurate rate detection than the previously reported architectures and training approaches. 

Keywords- Parallel DCNN; Pedestrian Detection; Region-based Convolutional Neural Network (RCNN); Single Shot 

Detector (SSD); Training Approach. 

 

I. INTRODUCTION
* 

Pedestrian detection is one of the most significant 
elements of wide ranges of applications such as 
automotive safety, robotics, self-driving car, pedestrian 
protection systems, and intelligent video surveillance. 
The main challenges of pedestrian detection are as 
follows:  

 Geometric shape of pedestrian being similar to 

objects such as trees, statues and pylons.  

 Pedestrian appearing in various clothing colors  

 Variation of background scene  

 Changing pedestrian poses 

 Occlusion 

 Huge and complicated Computing 
To capture the most efficient information of 

pedestrian, we can utilize SIFT [1], HOG [2], and Haar-
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like features [3]. The deformable part-based models [4] 
detect human parts to address changeable geometric 
shapes. Occlusion can be managed by determining 
occluded regions of pedestrian [5, 6, 7, 8]. Training 
DCNN-based pedestrian detection algorithms requires 
massive amount of training data. Therefore, it calls for 
an impressively high performance computing model for 
both forward and backward passes. To alleviate the 
computational load, a number of methods have been 
proposed: Sharing features across multi-scale models 
[9], Markov Chain Monte Carlo [10], Parallel Ada-
Boost Algorithm [11], suitable features and classifiers 
[12], GPU and CPU cooperation [13], and Multi-CPU 
and multi-GPU [14]. 

Recent researches focus on methods based on Deep 
Convolutional Neural Networks (DCNNs) to handle the 
challenges of pedestrian detection. DCNNs can model 
high-level abstractions in data by employing 
hierarchical architectures. In fact, DCNNs have 
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recently illustrated the most promising performance on 
pedestrian detection. 

Although the features extracted by pre-trained deep 
models may not be better than the traditional hand-
crafted features, by proper feature refining schemes, 
DCNN feature representations consistently outperform 
hand-crafted features in pedestrian detection. For 
example, algorithms based on hand-crafted features and 
shallow learning such as SquaresChnFtrs [15], 
InformedHaar [16], and Katamari [17] perform better 
than algorithms based on deep models such as 
MultiSDP [18] and SDN [19] in pedestrian detection. 
On the other hand, recent algorithms based on deep 
models such as CompAct-Deep [20], DeepParts [5], 
and TA-CNN [21] are more efficient than 
SquaresChnFtrs, InformedHaar, and Katamari. 

There are three main approaches for object 
detection using DCNN: Sliding-Window-based 
Convolutional Neural Networks (SWCNN) approach 
[22, 23], Region-based Convolutional Neural Network 
(RCNN) family approaches [24], and Single Shot 
Detector (SSD) approach [25]. All three can also be 
employed in pedestrian detection algorithms. 

SWCNN approach makes use of multi-scale and 
sliding window to extract features using DCNN. The 
huge and complicated computational cost of SWCNN 
approach makes it less desirable as it requires 
processing of many image patches to generate 
appropriate bounding-box for detecting pedestrian. 

RCNN-based family approaches are divided into 
three important approaches: RCNN, Fast RCNN, and 
Faster RCNN. The first approach, RCNN utilizes the 
results of a proper Object Proposal Algorithm (OPA) to 
extract feature maps in DCNN for classification and 
bounding-box regression. Although OPAs are suitable 
at finding object positions, they are not able to perform 
accurate localization of the entire object by a tight 
bounding-box. Another prominent approach is Fast 
RCNN [26] in which the entire image and the extracted 
candidate objects are considered as inputs to the DCNN 
model. The last and high performance approach of 
RCNN family, Faster RCNN [27] utilizes a Region 
Proposal Network (RPN) to share full-image 
convolutional features with the detection network. RPN 
is a fully convolutional network that predicts object-
bounds and object-ness scores all together at each 
position. In short, RCNN approach is improved in [26, 
27] from accuracy and speed points of view by make 
use of sharing computation. 

SSD approach partitions the output space of 
bounding-boxes into a set of default boxes over a 
variety of aspect ratios and scales per feature map 
location. it thoroughly omits proposal generation and 
subsequent pixel or feature resampling stages and 
encloses all computation in a single network. 

Recently, a number of methods based on DCNNs 
achieve great performance in detecting pedestrian [19, 
20, 5, 21, 28, 9, 29]. The state-of-the-art DCNN-based 
pedestrian detection algorithms are distinct from each 
other's, and also each of them consists of a definitive 
innovation in extracting feature maps to detect 
pedestrian. SWCNN, RCNN, and SSD approaches 

have been utilized to train and fine-tune DCNN 
parameters in deep pedestrian detection. 

To evaluate pedestrian detection algorithms, 
different pedestrian datasets have been developed. The 
most extensively used datasets includes Caltech-USA 
[30], INRIA [2], KITTI [31], and ETH [32]. Caltech-
USA and KITTI are the most challenging benchmarks 
with comparatively extensive data. INRIA is the oldest 
dataset which covers pedestrian in various environment 
(street, beach, mountains, etc.). ETH is a mid-sized 
benchmark and provides stereo information. 

In our contribution, we first propose a novel 
architecture based on parallel DCNNs. Then, we 
propose a new training approach based on Faster 
RCNN to detect pedestrian. The proposed approach is 
superior to the previous ones from accuracy point of 
view. 

II. TRAINING APPROACHES FOR PEDESTRIAN 

DETECTION BASED ON DCNN 

Training approaches used in DCNN-based object 
detection algorithms can be employed for pedestrian 
detection. There are three prominent DCNN-based 
approaches in object detection: SWCNN, RCNN, and 
SSD which can also be utilized for pedestrian detection 
algorithms. In this section, we overview and analyze 
these approaches from training, accuracy and speed 
points of view. 

A. Pedestrian Detection based on SWCNN Approach 

SWCNN approach employs multi-scale sliding 
window to extract and process features. It then 
classifies and localizes objects using DCNNs. In other 
words, this approach can localize pedestrian without 
object proposal algorithms. The main challenge of 
SWCNN approach is to detect potentially multiple 
pedestrians with different sizes within the same image 
using a finite amount of computing resources. 

There are two main strategies in SWCNN approach 
for pedestrian detection: the first one is to keep DCNN 
unaltered and simultaneously resize input to the input 
size of DCNN. The second strategy is to keep the input 
image unaltered while utilizing multiple sizes in 
DCNN. The first strategy confines both the aspect ratio 
and the scale of the input. Although the second strategy 
has no this restriction, it is slower than the first strategy 
in training and fine-tuning DCNN. 

In short, the heavy and complicated computational 
cost of SWCNN approach makes it less desirable as it 
requires processing several image patches in order to 
generate appropriate bounding-box in pedestrian 
detection. 

B. RCNN Approaches Family for Pedestrian 

Detection 

Pedestrian detection based on RCNN approach is 
slow. To address this drawback, the improved RCNN 
approaches, Fast RCNN [26] and Faster RCNN [27] 
share computation to accelerate processing, and 
increase accuracy in detecting object. 

RCNN Approach for Pedestrian Detection- 
RCNN employs the results of OPAs such as object-ness 
of image windows [33], selective search [34], category-
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independent object proposals [35], BING [36], and 
edge boxes [37] to extract features maps to train and 
fine-tune classifiers and bounding-box regression. In 
RCNN approach, The OPAs utilized in pedestrian 
detection algorithms are distinct from the OPAs utilized 
in general object detection. Although the selective 
search method is one of the most popular OPAs for 
generic object detection, it is not effective in pedestrian 
detection algorithms. In fact, the recall of ground-truth 
annotations degrades severely when the IoU threshold 
increases. It means that selective search immediately 
denies a large number of pedestrian candidates which 
results in a high miss rate regardless of pedestrian 
detection algorithms performance. Moreover, OPAs 
such as SquaresChnFtrs [15] and Katamari-v1 [17] 

yield far better candidate pedestrians than the generic 
OPAs such as selective search [34] and BING [36]. As 
shown in Fig. 1, RCNN approach detects pedestrian in 
five stages. At the first stage, pedestrian candidates are 
specified using an appropriate OPA such as 
SquaresChnFtrs. Secondly, a fixed-length feature 
vector is extracted from each warped pedestrian 
proposal using DCNN. Next, a linear Support-Vector 
Machine (SVM) is trained to optimize pedestrian 
detection. At the fourth stage, bounding-box regression 
is performed to locate pedestrian accurately. Finally, at 
the last stage, scores of bounding-boxes are ranked and 
Non-Maximum Suppression (NMS) is employed to 
select the final bounding-boxes as detected pedestrians. 

 
Fig. 1.  Pedestrian detection using RCNN approach. 

 

Fast RCNN Approach for Pedestrian Detection- 
as shown in Fig. 2, Fast RCNN [26] approach takes as 
input the entire image and a set of object proposals 
extracted from a proper OPA. For pedestrian detection, 
after producing feature maps in the last CNN layer, a 
fixed-length feature vector is extracted for each RoI 
(Region of Interest) and fed into a sequence of fully 
connected layers to estimate class and bounding-box 

regression of each box. The only drawback of Fast 
RCNN approach is that the accuracy depends on OPAs. 
However, Fast RCNN approach has higher computing 
performance than that of RCNN approach. Fast RCNN 
approach predicts class and bounding-box regression of 
each candidate pedestrian based on the results of two 
sibling output layers. 
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Fig. 2.  Pedestrian detection using Fast RCNN approach. 

 

Faster RCNN Approach for Pedestrian 
Detection- Faster RCNN [27] is composed of two 
modules: RPN and Fast RCNN detector. The RPN 
module helps the Fast RCNN module in looking for 
candidate pedestrians in image. RPN module slides a 
small network over the feature maps output by the last 
shared convolutional layer. At each sliding window 
location, RPN predicts multiple region proposals which 
are called anchors. Each anchor is then mapped to a 
lower-dimensional feature. Ultimately, this feature is 

fed into sibling fully connected layers to predict class 
and bounding-box regression of each proposed object. 

As shown in Fig. 3, Faster RCNN approach utilizes 
a pyramid of anchors. It performs classifying and 
regressing bounding-boxes with reference to anchor 
boxes of different scales and aspect ratios. Faster 
RCNN differs from RCNN in a sense that it is an 
anchor-based method and utilizes a deep fully 
convolutional network to extract RoI, whereas Fast 
RCNN does so by an appropriate OPA. 

 
Fig. 3.  Pedestrian detection using Faster RCNN approach. 

 

C. SSD Approach for Pedestrian Detection 

SSD approach predicts category scores and box 
offsets for a constant set of default bounding-boxes 
using small kernels applied to different feature maps. 
This training approach generates scores for the presence 
of each object category in each default box and 
produces adjustments to the box to better match the 
object shape. It incorporates approximation from 
different feature maps to manage objects of various 
sizes. In other words, SSD produces predictions of 
different scales from feature maps of different scales, 
and definitely isolates predictions by aspect ratio to 
achieve high detection accuracy. 

SSD approach adds various feature layers to the end 
of a basic network to predict the offsets of default boxes 
of different scales and aspect ratios, and their associated 
confidences. In fact, the main characteristic of SSD 
approach is to use of multi-scale convolutional 
bounding-box outputs attached to multiple feature maps 
at the top of the network. 

One of the object categories detected in SSD 
approach is 'people' and can be considered as 
'pedestrian'. However, pedestrian detection based on the 
architecture illustrated in Fig. 4 has not competitive 
accuracy in comparison with the state-of-the-art 
methods in pedestrian detection. To detect pedestrian, 
we can change the number of categories from 21 to 2. 
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One category being pedestrian and the other being 
background. 

 
Fig. 4.  Pedestrian detection using SSD network architecture. 

 

D. Comparing Training Approaches in Pedestrian 

Detection 

SWCNN, SSD, and RCNN family approaches have 
their own similarities and differences in pedestrian 
detection as follows: 

 In RCNN, we have a smaller set of image 

patches compared to the SWCNN. In 

pedestrian detection based on RCNN, the 

image region cropped with a tight 

bounding-box is utilized as the input of 

CNN while the class label of objects within 

the bounding-box is estimated using a 

classifier. Although computational cost in 

RCNN is lighter than that of SWCNN, the 

recall of RCNN drops significantly with 

increasing Intersection-over-Union (IoU). 

 In RCNN, each detected object is classified using 

Non-deep methods such as linear SVM to enhance 

the classification and also reduce pedestrian 

localization error. In contrast, there is no Non-

deep classifier in Fast RCNN, Faster RCNN, SSD, 

and SWCNN. 

 The Faster RCNN is composed of two modules: 

RPN, and Fast RCNN detector. The main 

difference of Faster RCNN and Fast RCNN is that 

Faster RCNN employs a deep fully convolutional 

network to extract RoIs, whereas Fast RCNN does 

so by an appropriate OPA. 

 RCNN and Fast RCNN both utilize an OPA to 

propose candidate objects, whereas SWCNN, 

Faster RCNN, and SSD employ sliding windows, 

anchor boxes, and default boxes respectively. 

 RCNN is fed by a set of proposed objects as input, 

whereas Fast RCNN requires whole image and a 

set of object proposals. Faster RCNN and SSD 

only need an entire image as input. In fact, Faster 

RCNN and SSD entirely omit proposal generation 

and enclose all computation in a single network.  

 RCNN, Fast RCNN, Faster RCNN, and SSD 

approaches have a smaller set of image patches 

compared to the SWCNN approach. 

 SSD and RCNN family perform much better than 

SWCNN in speed, accuracy, and bounding-box 

regression. 

 Faster RCNN and SSD are the fastest approaches 

and SWCNN is the slowest in object detection. 

 Similar to Faster RCNN, SSD is easy to train and 

relatively simpler approach compared to RCNN 

and Fast RCNN which require object proposals.  

 The main differences between SSD and RCNN 

family approaches is that SSD utilizes multiple 

layers to detect object, whereas RCNN family 

approaches only utilizes the last CNN layer. 
Most of the pedestrian detection algorithms based 

on DCNN employ RCNN approach which is a slow and 
multi-stage solution with costly training. The improved 
RCNN approaches, Fast RCNN and Faster RCNN 
restore the drawbacks of RCNN, share computation to 
speed up this approach, and enhance precision in object 
detection. In other words, employing modified RCNN, 
especially Fast RCNN and Faster RCNN approaches 
can perform better than the RCNN approach from 
viewpoints of performance computing. 

III. CATEGORIZATION OF DCNN-BASED 

PEDESTRIAN DETECTION 

Recently, a variety of pedestrian detection 
algorithms based on DCNN have been proposed, which 
can be categorized into the following five proposed: 

Category 1: Algorithms based on Pre-Trained 
Deep Models without Amending Architecture- some 
DCNN-based pedestrian detection algorithms utilize 
pre-trained deep model without reforming network 
architecture. This category of algorithms only fine-
tunes model parameters to extract feature maps of the 
last convolutional layer for pedestrian detection. In fact, 
no modifications are performed on DCNN architecture 
to improve detection accuracy. SCF+AlexNet [28] and 
DeepParts [5] can be considered in this category 
because they make use of famous deep model, Alex-
Net [38] and GoogLeNet [39], respectively without 
modifying model. 

Category 2: Algorithms based on Small CNN- in 
some DCNN-based pedestrian detection algorithms, 
CNN is only employed to extract low and mid-level 
features of input images. Therefore, a small number of 
convolutional layers exist in deep network. SDN [19] is 
an example of such algorithms as it utilizes small 
number of convolutional layers to extract low and mid-
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level features to feeds them to SRBM (Switchable 
Restricted Boltzmann Machine). In fact, SRBM plays a 
crucial role in SDN, while CNN is only a small part of 
this deep model.  

Category 3: Algorithms with Similar 
Architecture to the Prominent Deep Models- they 
modify the architecture of one of the prominent DCNNs 
in order to improve detection performance. As an 
example, TA-CNN [21] which removes one of the 
convolutional layers of Alex-Net, has fewer parameters 
at all residual layers. 

Category 4: Algorithms based on Utilizing Fully 
Connected Parallel Layers in DCNNs- some DCNN-
based algorithms in pedestrian detection, consider 
several fully connected parallel layers to extract and 
process various features of regions within the input 
image. For instance, PD-Sharing Features method [9], 
after utilizing a fully connected layer for each scale of 
input image, parallelizes them to perform a multi-scale 
model. 

Category 5: Algorithms based on Incorporating 
Non-Deep and Deep models- several methods based 
on DCNN, incorporate non-deep and deep models to 
improve the performance of pedestrian detector. As an 
example, Cascading CNN and Non-Deep method [29] 
cascades non-deep state-of-the-art pedestrian detectors 
with a pre-trained CNN model such as VGG-Net [40]. 
This technique improves the performance of non-deep 
model such as ACF [41], LDCF [42] and Spatial 
Pooling + [43] detectors, and generalizes well to a 
variety of feature maps. 

IV. DCNN MODELS IN PEDESTRIAN DETECTION 

There are different DCNN models utilized in object 
detection: Alex-Net [38], GoogLeNet [39], VGG-Net 
[40], ZF-Net [44], SPP-Net [45], Overfeat [23], and 
Res-Net [46]. These deep models can be utilized in 
pedestrian detection to extract feature maps. 

Alex-Net is one of the most remarkable deep 
models for efficient feature representation. This DCNN 
has 60 million parameters. it contains eight layers with 
weights, the first five is convolutional layers and the last 
three are fully connected layers. Although ZF-Net 
structurally bears similarities to Alex-Net, it has 
different stride and kernel sizes in the first and third 
convolutional layers. 

SPP-Net and Overfeat are not independent models. 
In fact, they are two separate innovations which can be 
applied in DCNNs. SPP-Net is a pooling strategy in 
DCNNs to produce a fixed-length representation 
regardless of image size. whereas Overfeat is a multi-
scale and sliding window approach in DCNNs for 
object classification and detection. 

In VGG-Net, depth of network is expanded using an 
architecture with very small kernels: 3×3 (the smallest 
size to catch the notion of left/right, up/down, and 
center). It achieves a considerable degree of refinement 
by pushing the depth to 16-19 weight layers. 

GoogLeNet is proposed in ILSVRC 2014. It is a 
very prominent DCNN for object classification and 
detection. in GoogLeNet architecture, by switching 
from fully connected to sparsely connected 

architectures, both depth and width are enlarged while 
computing cost is kept constant. GoogLeNet consists of 
several inception networks to cover the optimal local 
sparse structure of a convolutional network. Inception 
network is useful only at higher layers and we should 
keep the lower layers in traditional convolutional 
fashion. 

Deep Residual Network, ranked first in the ILSVRC 
2015 classification task, with a depth of up to 152 layers 
(8× deeper than VGG-Net) has lower complexity. Res-
Net reformulates the layers as learning residual 
functions with reference to the layer inputs, as opposed 
to learning unreferenced functions. The 50/101/152-
layer Res-Nets are more precise than the 34-layer ones 
by notable margins. 

V. ANALYZING PEDESTRIAN DETECTION 

ALGORITHMS BASED ON DCNN MODELS 

Based on the published literatures, we can analyze 
deep pedestrian detection algorithms from training 
approach, categorization, and DCNN model points of 
view.  

Training Approach: Although pedestrian 
detection algorithms have been employing RCNN 
approach for training, the modified Faster RCNN is 
expected to become more prevalent in the future 
pedestrian detection algorithms. it not only is the fastest 
approach in pedestrian detection but it also is more 
accurate in both classification and bounding-box 
regression. 

Categorization: From categorization point of view, 
although methods based on incorporating non-deep and 
deep models have achieved best results in pedestrian 
detection, taking efficiently advantages of feature maps 
extracted from different convolutional layers in DCNN 
models can reach high performance in pedestrian 
detection without using non-deep models. In short, we 
can infer that the future algorithms in pedestrian 
detection will focus on DCNN models much more than 
the current time because of efficiently disclosing and 
exploiting power of DCNNs in pedestrian detection. 

DCNN Models: From DCNN models point of 
view, VGG-Net model is more popular than the other 
DCNN models in pedestrian detection. Researches 
demonstrate that GoogLeNet is more effective than 
VGG-Net in object classification but VGG-Net 
performs detecting objects precisely. Recently, a new 
deep model, Res-Net is proposed for object 
classification and detection. Res-Net is the best model 
from both classification and detection points of view. 
therefore, we can conclude that pre-trained Res-Net and 
VGG-Net will be employed much more often in the 
future DCNN-based pedestrian detection algorithms.  

In summary, from classification and bounding-box 
regression points of view, methods based on improved 
Faster RCNN approach which makes use of VGG-Net 
and Res-Net models, detect pedestrian more accurately 
in compared to the methods based on other approaches. 

In Table I we compare the Miss Rate of a number of 
recent DCNN-based pedestrian detection algorithms: 
CompAct-Deep [20], DeepParts [5], Cascading CNN 
and Non-Deep [29], TA-CNN [21], SCF+AlexNet [28], 
PD-Sharing Feature Map [9], and SDN [19]. As shown, 
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algorithms based on RCNN family approaches are 
more efficient than ones based on SWCNN. On the 
other hands, VGG-Net performs better than Alex-Net 
and GoogLeNet in pedestrian detection. Moreover, 
CompAct-Deep which yields best miss rate, picks 

VGG-Net rather than GoogLeNet to extract feature 
maps of convolutional layers. 

 

TABLE I. COMPARISON OF DCNN-BASED PEDESTRIAN DETECTION ALGORITHMS 

 

Algorithm Category DCNN Model Training Approach Miss Rate 

CompAct-Deep [20] 5 VGG-Net RCNN 11.75% 

CompAct-Deep [20] 5 Alex-Net RCNN 14.96% 

DeepParts [5] 1 GoogLeNet RCNN 11.89% 

Cascading CNN and Non-Deep [29] 5 VGG-Net RCNN 16.66% 

TA-CNN [21] 3 Alex-Net SWCNN 20.86% 

SCF+AlexNet [28] 1 Alex-Net RCNN 23.32% 

PD-Sharing Feature Map [9] 4 Alex-Net SWCNN 33.75% 

SDN [19] 2 SRBM SWCNN 37.87% 

 

VI. PROPOSED APPROACH FOR DEEP PEDESTRIAN 

DETECTION BASED ON DCNN 

We propose a parallel DCNN which effectively 
takes advantage of feature maps extracted from 
convolutional layers of DCNN models. 

the proposed method first employs Faster RCNN 
approach to extract candidate pedestrian, then it 
employs six parallel DCNNs to estimate different body 

parts of candidate pedestrian, and ultimately merges the 
estimations resulted from six DCNNs to perform final 
classification and bounding-box regression. 

As shown in Fig. 5, the proposed method employs 
VGG-Net, an effective DCNN model, to extract feature 
maps of candidate pedestrian based on Faster RCNN 
approach. To predict different body parts, it merges the 
estimations resulted from six deep models to perform 
ultimate classification and bounding-box regression. 

 
Fig. 5.  Architecture of the proposed deep pedestrian detection method based on parallel DCNNs to extract feature maps of different body 

parts.

 

The proposed approach which can be considered as 
a principal model in the future trends of DCNN based 
deep pedestrian detection algorithms, includes the 
following stages:  

Stage 1: Extracting feature maps of conv5_3 within 
the first model (VGG-Net). 

Stage 2: Extracting a set of RoIs as candidate 
pedestrian using RPN. 

Stage 3: Feeding RoIs to six parallel fine-tuned 
DCNNs. 

Stage 4: Estimating simultaneously six body parts 
of candidate pedestrian (Full Body, Head-Shoulder, 
Upper Body, Lower Body, Right Body, and Left Body). 

Stage 5: Feeding the scores of six parallel DCNNs 
to the fully connected layer. 

Stage 6: Extracting the scores for each RoI from the 
output layer. 

Stage 7: Ranking scores of detected pedestrians and 
employing NMS to get the final bounding-boxes as 
detected pedestrians. 

We manage occlusion by estimating deep feature 

Volume 10- Number 4 – Autumn 2018 48 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ic
t.i

tr
c.

ac
.ir

 o
n 

20
24

-0
4-

25
 ]

 

                             7 / 11

https://ijict.itrc.ac.ir/article-1-410-en.html


maps of the six body parts of any candidate pedestrian. 

By overcoming occlusion, we achieve low miss rate in 

occluded pedestrian detection. On the other hand, by 

extracting and processing feature maps of the six parts 

of each RoI, we remove RoIs with low scores to reduce 

false positive rate. As a result, the proposed method 

simultaneously reduces both miss rate and false 

positive rate. 

VII. EXPERIMENTS 

Our experiments are performed on VGG-Net for 
estimating candidate pedestrian and Alex-Net, VGG-
Net, and Res-Net for estimating six body parts of 
candidate pedestrian. We train the proposed method by 
Caltech10x and test by reasonable subset of Caltech1x 
pedestrian Datasets. The Reasonable subset includes 
pedestrian with larger than 49 pixels in height and at 
least 65 percent visible body parts. It is considered as a 
representative evaluation on all pedestrians. 

A. Extracting Candidate Pedestrians based on RPN 

Similar to Faster RCNN, the proposed method 
employs RPN to locate candidate pedestrians. RPN is 
an impressive network to find candidate pedestrians. 
After determining region of candidate pedestrians, we 
divide the proposed regions into six parts: Full Body, 
Head-Shoulder, Upper Body, Lower Body, Right Body, 
and Left Body. 

B. Training Proposed Architecture to Detect 

Pedestrian 

Training Data- Trainings on Caltech-USA 
Pedestrian Dataset [43] achieve better results than 
trainings on other datasets. It is the largest pedestrian 
benchmark and covers almost 10 hours of 640×480 
30Hz video taken from a car driving through regular 
traffic in an urban environment. In our experiments, we 
utilize Caltech-USA dataset to train and test the 
proposed method. Due to the large number of Alex-Net 
and VGG-Net parameters, the size of training dataset is 
tremendously important for DCNNs and they require 
more training data to fine-tune these deep models. So 
we feed additional training data using Caltech10x. in 
fact, instead of Caltech1x which contains every 30th 
image in video, we utilize Caltech10x which contains 
every 3th image in video. 

Training DCNN to find candidate pedestrian- At 
the first stage for training proposed architecture, we 
train the first DCNN to extract candidate pedestrians. 
To train DCNN to find candidate pedestrian, we create 

a mini batch with N=1 image. Each mini-batch is made 
up of 32 RoIs chosen randomly from only one image. 
We take equal or fewer than 16 of the RoIs from object 
proposals that have IoU with a ground-truth bounding-
box of at least 0.70. Furthermore, we take equal or 
fewer than 16 of the RoIs from object proposals that 
have IoU with a ground-truth bounding-box of less than 
0.30. In fact, we ignore the RoIs that have IoU between 
0.30 and 0.70 to fine-tune Candidate Pedestrian 
Extractor Network (CPEN). We should note that if the 
number of RoIs is very large, then the most of them are 
negatives. This caused an imbalance between the 
positive and negative training instances. In this case, 
instead of considering all the negatives instances in 
training, we sort them using the highest confidence loss 
for each RoI and then pick the ones with highest ranking 
so that the ratio between the negatives and positives 
instances is at most 3:1. In our experiments, the time 
required to train this part of network is approximately 
25 hours for 100 epochs. 

Training DCNNs to Estimate Different Parts of 
Pedestrian- At the second stage for training proposed 
architecture, we train the Parallel DCNNs (PDCNNs) 
to estimate body parts of candidate pedestrians. 
Training PDCNNs is similar to training CPEN but with 
different. To train PDCNNs, we divide the grand-truth 
of CPEN into six parts (Full Body, Head-Shoulder, 
Upper Body, Lower Body, Right Body, and Left Body) 
and consider each of the parts as a grand-truth for 
training corresponding DCNN in PDCNNs. In our 
experiments, the time required to train this part of 
network is approximately 35 hours for 100 epochs. 

C. Experimental Results 

In our experiments, we utilize VGG-Net in CPEN, 
and three different pre-trained deep neural networks in 
PDCNNs: Alex-Net, VGG-Net, and Res-Net.  

As shown in Table II, after fine-tuning the proposed 
architecture using Caltech10x training data, it has 
improved miss rate by 0.6%, 0.6%, and 0.7% compared 
to Faster RCNN in Alex-Net, VGG-Net, and Res-Net 
respectively. Also, the results show miss rate 
improvement of 0.2%, 0.3%, and 0.4% over SSD in 
Alex-Net, VGG-Net, and Res-Net respectively. 

Table III compares Miss Rate of the proposed 
architecture with the previous ones after fine-tuning on 
Caltech10x training data. The results demonstrate that 
the proposed method detects pedestrian more 
accurately. 

 

TABLE II. LOG-AVERAGE MISS RATE (%) ON CALTECH-USA TEST REASONABLE SUBSET AFTER FINE-TUNING ON CALTECH10X. 

 

Model 

Approach 
Alex-Net VGG-Net Res-Net 

Faster RCNN [27] 28.8% 20.2% 19.8% 

SSD [25] 28.4% 19.9% 19.5% 

Proposed approach 28.2% 19.6% 19.1% 

 
TABLE III. LOG-AVERAGE MISS RATE (%) ON CALTECH-USA TEST REASONABLE SUBSET. 

 

Deep Algorithms Multi-SDP [18] Joint-Deep [47] SDN [19] TA-CNN [21] Proposed approach 

Miss Rate 45.4% 39.3% 37.9% 20.9 19.1% 
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Fig. 6, Fig. 7, and Fig. 8 illustrate the results of the 
proposed approach, SSD, and Faster RCNN approaches 

respectively, all using VGG-Net. Our proposed 
approach detects pedestrians with a greater accuracy. 

 
Fig. 6.  Pedestrian detection results using the proposed method based on parallel DCNNs. 

 

 
Fig. 7.  Pedestrian detection results using SSD approach. 

 
Fig. 8.  Pedestrian detection results using Faster RCNN approach. 
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VIII. CONCLUSIONS 

In this paper, after reviewing a number of state-of-
the-art DCNN-based pedestrian detection algorithms, 
and analyzing algorithms from viewpoints of training 
approach, categorization, and deep model, we have 
proposed a new method based on parallel DCNNs and 
Faster RCNN approach for pedestrian detection 
algorithms.  

As shown, VGG-Net detects objects more 
accurately than any other deep models such as Alex-
Net, ZF-Net, SPP-Net, Overfeat, and GoogLeNet. 
Compared to VGG-Net, Res-Net is an enormous 
network which has not been employed very often in 
pedestrian detection. Nonetheless, one can expect that 
both Res-Net and VGG-Net models will be utilized in 
the future pedestrian detection algorithms based on 
DCNN. 

The main training approaches for DCNN-based 
pedestrian detection consist of SWCNNs, SSD, and 
RCNNs family approaches. There are two strategies for 
SWCNN approach: the first is to keep DCNN 
unchanged and the other is to keep the input unchanged. 
The first strategy has some limits but it is faster than the 
second one. RCNN-based family approaches include 
RCNN, Fast RCNN, and Faster RCNN. Most of the 
recent pedestrian detection algorithms perform training 
based on this family of approaches. Similar to Faster 
RCNN approach, SSD is simple relative to approaches 
that require object proposals and also easy to train for 
pedestrian detection. It is expected that Faster RCNN 
and SSD will be more prevalent approaches in the 
future DCNN-based pedestrian detection algorithms 
because they are faster and more accurate than the other 
training approaches in pedestrian detection. 

We categorized DCNN-based algorithms into five 
different categories. Although recent deep pedestrian 
algorithms which are based on category 5 (algorithms 
based on incorporating non-deep and deep models) 
have great performance, it is expected that the future 
DCNN-based pedestrian algorithms will be mainly 
based on categories 3 (algorithms based on similar 
architecture to the prominent deep models) and 4 
(algorithms based on utilizing parallel fully connected 
in deep models). Because taking efficiently advantages 
of feature maps extracted from DCNN models can 
result in high performance for pedestrian detection 
without using non-deep models. 

We proposed a new method based on parallel 
DCNNs to detect pedestrian. The proposed method 
includes two stages of training: Candidate Pedestrian 
Extractor Network (CPEN) training to extract candidate 
pedestrians, and secondly Parallel DCNNs (PDCNNs) 
training to estimate body parts of candidate pedestrians. 

The proposed method exploits the extracted feature 
maps of DCNN to handle occlusion which 
consequently results in both smaller miss rate and 
smaller false positive rate in pedestrian detection. 
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