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Abstract— Nowadays, we face a huge number of high-dimensional data in different applications and technologies. To
tackle the challenge, various feature selection methods have been recently proposed for reducing the computational
complexity of the learning algorithms as well as simplifying the learning models. Maintaining the geometric structures
and considering the discriminative information in data are two important factors that should be borne in mind
particularly for unsupervised feature selection methods. In this paper, our aim is to propose a new unsupervised feature
selection approach by considering global and local similarities and discriminative information. Furthermore, this
unsupervised framework incorporates cluster analysis to consider the underlying structure of the samples. Moreover,
the correlation of features and clusters is computed by an £, ;-norm regularized regression to eliminate the redundant
and irrelevant features. Finally, a unified objective function is presented as well as an efficient iterative optimization
algorithm to solve the corresponding problem with some theoretical analysis of the convergence and the complexity of
the algorithm. We compare the proposed approach with the state-of-the-art method based on clustering results on the
various standard datasets including biology, image, voice, and artificial data. The experimental results have presented
the strength and performance improvement of the proposed method by outperforming the well-known methods.

Keywords- Unsupervised feature selection; Similarity preserving; Low dimensional embedding; Cluster analysis; Sparse
learning

performance of the learning algorithms on high-

I. INTRODUCTION dimensional data. Furthermore, the memory and

Machine learning algorithms suffer from the curse computational requirements are significantly increased

of dimensionality, which may exponentially reduce the ~ on high-dimensional data [1]. This challenge can be
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addressed based on two main viewpoints, feature
extraction, and feature selection. Feature extraction
techniques such as PCA [2] and LDA [3], transform the
original features to a new low dimensional space,
commonly by a linear or non-linear mapping. Due to
the creation of new features on feature extraction
techniques, the physical meaning of the new feature
space is not specified. On the other hand, feature
selection methods not only select a subset of original
features, but also provide a better interpretation in the
reduced space.

Feature selection is applied to different applications
including multi-view learning [4], text mining [5], and
complex network [6], [7] . Feature selection approach
is utilized to deal with the curse of dimensionality [2]
as well as to simplify the learned models [1].

In terms of feature subset evaluation, three typical
categories in feature selection methods are mentioned
including wrapper, filter, and embedded [8]. Wrapper
approach [9] is based on the performance of the feature
subset in a learning algorithm, while the evaluation
measure in filter methods [10], [11] are based on the
data itself without utilizing any machine learning
method. Finally, feature selection process is combined
with a learning algorithm in embedded methods [12].

In the label perspective, the family of feature
selection methods is also partitioned into “Supervised”
and “Unsupervised” approaches [13]. The most
important factor in supervised methods is to consider
the correlation between the features and the labels
including information theory based methods [14], [15],
statistical approaches [16], and sparse learning [17].
Unsupervised feature selection has recently received
much attention due to the more applicability on a wide
category of domains.

The unsupervised frameworks of feature selection
are mainly initiated from the innate structural
characteristics of the data [18], [19]. The well-known
unsupervised feature selection categories are similarity
preserving [10], data reconstruction [20], and sparse
learning [21], [22].

In this paper, a novel unsupervised feature selection
method is proposed based on sparse learning, named
“Sparse Learning and Similarity Preserving” (SLSP),
which preserves the global and local similarities as well
as takes the discriminative information into account by
low dimensional embedding, cluster analysis, and
subspace learning. The proposed method is presented
by an objective function based on an L,;-norm
regularization to eliminate the redundant features as
well as selecting the relevant features. The main
contributions of the paper are summarized as follows.

¢ Introducing a joint framework to maintain global
and local similarities as well as considering the
discriminative information.

e Performing cluster analysis, subspace learning,
linear low dimensional transformation,
regression, and regularization in a unified
objective function.

e Presenting an unsupervised feature selection
algorithm and some theoretical analysis to show
the convergence of the optimization process.
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The rest of the paper is organized as follows. In
Section I, we review the related works on unsupervised
feature selection. The proposed method is presented in
Section III based on an optimization algorithm. The
convergence analysis and the computational
complexity of the proposed algorithm are discussed in
Section IV. The experimental results are presented in
Section V and finally Section VI concludes the paper.

II.  RELATED WORKS

In this section, we first present some notations. The
earlier unsupervised feature selection methods are then
reviewed in three subsections, similarity-based
methods, reconstruction-based methods, and sparse
learning-based methods. Finally, a comparison of well-
known sparse learning-based methods is given.

A. Notations

Throughout this paper, the matrices are denoted by
bold uppercase and vectors by bold lowercase
characters. a;; means the (i, j)-th element, a; denotes
the i-th row, and al is the j-th column of an arbitrary
matrix A. The Frobenius norm of the matrix A is
denoted by |l A llg, trace by tr(A), and transpose by
AT. |l v |, is the £,-norm of a vector v, and the £, ;-
norm of the matrix A is defined as,

I A ||2,1= Zi ’Z} alzj (1)

The data matrix is represented by X € R™*P, where
n is the number of samples and p denotes the number
of features. The clustering matrix is denoted by G €
R™ ¢, where c is the number of clusters.

B. Similarity-based methods

Similarity preserving methods select features based
on maintaining the geometric structure in data.
Although the local similarities are preserved by this
approach, eliminating the redundant features is
neglected by these methods.

Laplacian score (LS) [10] aims to preserve
geometric structure in data based on a laplacian matrix
L=D—-S, where D is a diagonal matrix as d;; =
2.; Sij and the similarity matrix S is as follows,

o = lexp (—@) if x; € Ny (x;) or x; € N (x;) 2)

v 0, otherwise,

where N, (x;) represents the set of k-nearest neighbors
of X; and o is the width parameter. Based on the
laplacian matrix L, a score is assigned to r-th feature as
follows,

= £TD1
fr=f =T b ©)
where f, = x7,
_ AL
A @

where 1 is a vector filled by ones. The larger L,, the
more likely is to select r-th feature.

Spectral feature selection (SPEC) [11] is another
similarity preserving method based on the concept of
consistency. A feature is consistent with the graph
structure if it corresponds to similar values for close
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samples. SPEC introduces three formulations for
ranking the features based on a normalized laplacian
matrix as,

1 1 1 1
L£L=D72LDz =D72(D — S)D=. 5)

C. Reconstruction-based methods

A bunch of unsupervised feature selection methods
are based on reconstructing the data matrix. These
methods are tried to eliminate redundant features
without paying attention to clustering structure. Some
well-known methods based on reconstruction are
described in the following. Convex principal feature
selection (CPFS) [20] re-expresses the data by a
regularized linear transformation as,

inn I X—XQIZ+ 2%, 11 q; lloo, (6)

where Q € RP*P is the reconstruction matrix and ||. ||
denotes the infinity norm. Greedy feature selection
(GreedyFS) [23], [24] proposed an algorithm to
minimize the reconstruction error based on forward
selection. In reconstruction-based feature selection
(REFS) [19], a new reconstruction function from data
is learned, instead of utilizing a linear function.
Structure preserving unsupervised feature selection
(SPUFS) [25] combined the reconstruction approach to
a spectral analysis to preserve local similarities as
follows,

min | X - XQ I3+ 1l Q i+ 5 r@XTLXQ). (1)

D. Sparse learning-based methods

A variety of feature selection approaches are
designed based on the sparse learning idea [26], [27].
There are many interesting works in this fascinating
category including multi-cluster feature selection
(MCFS) [28], unsupervised discriminative feature
selection (UDFS) [29], nonnegative discriminative
feature selection (NDFS) [21], joint embedding
learning and sparse regression (JELSR) [30], [31], local
discriminative based sparse subspace learning
(LDSSL) [32], subspace clustering feature selection
(SCEFS) [22], similarity preserving feature selection
(SPES) [33] and global and local similarity preserving
(GLSPFS) [34].

MCEFS aims to maintain multi-cluster structure of
data in the selected features by solving the following
eigen-problem,

Ly = ADy, ®)

where Y =[y;,...,yyn] are m eigenvectors
corresponds to the m smallest eigenvalues.

UDFS proposes a local discriminative feature
selection algorithm for minimizing total scatter matrix
as well as maximizing between class scatter matrix.

NDFS embeds the feature selection phase into
spectral clustering as,

min tr(G'LG) + a(ll XW — G |2+ 5 | W ||
iy ( )+ a( 7t B 21) ©)
s.t. G'G=1,G=>0,

where G € R™¢ is the clustering matrix, and c is the
number of clusters.
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JELSR proposes a framework based on low

dimensional embedding as,
min tr(RTLR) + (|| XW —-R 2+ B8 | W |
min (¢ ) +af B 21) (10)
s.t. R'™R=1,

where R € R™™ is an embedding matrix in m < p
dimension.

LDSSL proposes a sparse subspace learning method
as,
min || X — XWH |7+ & tr(WXTLXW) + 8 | W I,
s.t. W'W=1, WH=>0,

where W € RP*¢ and H € R°*? are low-dimensional
matrices.

D

SCEFS is a sparse subspace clustering method based
on implicit similarity learning as follows,

min I X~ GG'X 12+ a | XW — G 1124+ 5 | W Il

(12)
s.t. G>0,66"1=1,

where 1 is a matrix of ones.

Both of SPFS and GLSPFS are designed to preserve
local structures, while the global similarities are also
maintained by GLSPFS. In addition, local linear
embedding (LLE) [35], linear preserve projection
(LPP) [36], and local tangent space alignment (LTSA)
[37] was utilized in GLSPFS.

E.Comparison

We compare the well-known unsupervised feature
selection methods in Table I, in terms of the main
characteristics including preserving global and local
similarities, clustering, and joint learning.

Maintaining the structure of the samples in the low-
dimensional space is an important property for selecting
features. However, considering either global or local
similarities is not adequate for preserving the
underlying structures in real-world applications. As
represented in Table I, just a few methods preserve both
of local and global similarities.

Furthermore, unsupervised feature selection
methods can exploit a clustering technique for selecting
relevant features in the lack of label information.

Finally, proposing a joint framework as a unified
objective function is more prone to avoid sub-optimal
solutions in contrast to two-step approaches.

Most of the existing unsupervised feature selection
methods considered ad-hoc based approaches from one
of these main characteristics. In this work, we propose
a joint framework by maintaining both of the global and
local similarities as well as cluster analysis to present a
robust unsupervised feature selection method.
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TABLE I: A comparison of well-known unsupervised feature
selection methods

Algorithm Similarity preserving Clustering | Joint learning
Local Global
MCFS [28] v x x X
UDFS [29] v x x v
NDFS [21] v x v v
SPFS [33] X v X v
GLSPFS [34] v v X v
JELSR [31] ' x X v
SPUFS [25] v X X v
LDSSL [32] v X v v
SCFS [22] v X v v
SLSP (Ours) v v v v
111 THE PROPOSED METHOD

In this section, we present details of the proposed
method. Then, an optimization algorithmic framework
for solving the main objective function is described.

A. The SLSP framework

The proposed framework is designed by maintaining
similarities while performing clustering by a low
dimensional embedding and regularized regression.
First, we perform clustering based on the symmetric
nonnegative matrix factorization (S-NMF) [38],

; CCT 2
min I K—GG" Iz, (13)

where K € R™" is calculated by a Gaussian kernel
with parameters g; and og; as the global similarity
matrix,

ki; = exp (— %) (14)
The aim of exploiting S-NMF is to preserve the global
similarities by a low dimensional embedding with the
clustering purpose. The matrix G is interpreted as a
clustering matrix in the lower dimension ¢ < {n,p},
where the largest element of the i-th row specifies the
cluster of the corresponding sample.

Based on the matrix G, our primary goal is to
construct a sparse transformation on the matrix X by
performing the following regularized regression model,

min | XW — G IZ4+ B | W Iy, (15)

where W € RP*¢ is a linear transformation matrix, and
B is a regularization parameter. The regularized
regression matrix W obtained by optimizing the
objective function in Eq. (15) measures the correlation
among the features and the clustering labels. We utilize
the £, ;-norm to impose sparsity on the rows of the
matrix W. The importance of the features is measured
by descending order of £,-norm of the corresponding
feature. If wj; is close to zero, the i-th feature can be
eliminated as a less relevant feature.

For maintaining the local similarities among
samples in the transformed matrix XW, we employ a
spectral analysis [39] as,

m“iln | XW — G [I24 a tr(WTXTLXW) + B | W I, (16)
where a is a compromising parameter, the laplacian
matrix L is obtained by L = D~%/2(D — S)D~'/2, D is
a diagonal matrix as d; = X7, s;;, and S is a

similarity matrix that is calculated as,
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s = {k” iin € Nk(X]) or Xi € Nk(xi)

; 17
/ 0 otherwise, a7

where N, (X;) denotes the set of k-nearest neighbors of
Xj.

We integrate the Eq. (13) and Eq. (16) in a unified
objective function to obtain our final framework as,

Jnin 1K~ GGT 12+ Al XW — G lI2+a tr(WTXTLXW) + 8 | W ll4),

(18)

where A is a weight parameter. The proposed method is
enabled to preserve the global and local similarities as
well as select relevant features by a sparse learning
approach.

B. Optimization
We rewrite the Eq. (18) as,

min f(G,W) =I K- GGT 12+ A(I XW — G 112
+a tr(WTXTLXW) + B | W ll51). (19)

For optimizing the objective function in Eq. (19), a
numerical iterative process is employed to consider the
main variable G and W and non-smoothness of £, ; -
norm regularization. First, by fixing G, the following
optimization function can be obtained,

min f(W) =Il XW — G I3+ a tr(WTXTLXW) + B Il W Il
(20

By calculating the gradient of f(W) and setting
Vf (W) to zero,

W= (X"X+aX"LX + fD)"IX"G, (21)

where the diagonal matrix D is as,

1
2llwilly+€’

dy = (22)
where € is a small positive number to avoid dividing by
zero. We rewrite the Eq. (19) by considering the
equality tr(W DW) =[| W [l,,/2,
. _ _ T N2 _ 2
(in £(G,W,D) =l K~ GG I3+ (I XW — G I
+a tr(WTXTLXW) + f tr(WTDW)). (23)

We have the following equation by putting the obtained
W into the Eq. (23) and defining M = (X"X +
aXTLX + D),

f(G) =l K= GGT |2+ A(tr(GTG) — tr(GTXM~1XG)).
(24)

By taking the nonnegative constraint into account, the
following objective function is obtained based on G,

min () = K~ GGT I3+ 2tr(GTHG), (25)

where H = I, — XM™1XT. We employ the projected
gradient method [40] as follows, to consider the
constraint G = 0,

Gt+1 — [Gt _ StVf(Gt)]+, (26)

where [.]* is a function for projecting the negative
numbers to zero. We utilize the armijo rule [41] for
setting the learning rate s® in the t-th iteration. The
Vf(G?) based on Eq. (25) is as,
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Vf(GH) = (G'(GHT +IH —K)G.  (27)

Algorithm 1 summarizes the proposed method,
where G is updated by Eq. (26), and W is updated by
Eqg. (21) in an iterative manner.

IV. THE ANALYSIS OF THE PROPOSED ALGORITHM

In this section, we first analyze the convergence of
the SLSP algorithm, and then we explain the
computational complexity of the method.

A. Convergence Analysis
In this subsection, we prove the convergence of the
Algorithm 1. First, a lemma is given according to [42],

Lemma 1. By considering u, v € RP as two arbitrary
nonzero vectors, we have the following inequality,

2
lvilz
2llvilz

2
llull
2lvilz

[P <l vl (28)

Theorem 1. The behavior of the objective function in
Eq. (19) is non-increasing, by utilizing the Algorithm 1.
Proof. First, we fix W’ in (t + 1) -th iteration. The
following inequality is given based on non-increasing
property of projected gradient method for updating
G'*! by appropriate step size s;.

f(G"™1, W5, DY) < f(Gf, W, D). (29)

Now, we assume G*! to be fixed. The obtained
WL in Eq. (21) is the solution of the following
objective function,

min | XW — G I3+ a tr(WTXTLXW) + 8 tr(WTD'W).
(30)

Thus, the following inequality should be shown,
F(GEL, WE DY) < F(GHT, WE, DY), (31)

We write the inequality (31) as,

| XWET — GEHL 124 o tr((WEHD) TXTLXWEHD)

lw;t 2112

P
B iz 2||wif||2)
<l XWE — G 124 a tr(WH)TXTLXW?)
p lw;t 11
+ﬂ Zi:l (2||Wit||z)' (32)

By rewriting the above inequality we have,

” xwt+1 _ Gt+1 "12:+ a tr((wt+1)TxTwat+1)

lw;t+ 2112

B I WH = B, (Wi llp— 2 =)

2[lwitll,

< XW! — Gt*1 124 o tr((WH) TXTLXW?)

liw; N3
FB I W NIy — BEE, (Wit lly—

2lwitli,

). (33)
The lemma 1 implies that,

I XWH — GH 124 o tr(WHD)TXTLXWS ) + B || WE ||, 4
</ XWE — G 124 @ tr((WE)TXTLXWE) + B | WE [I,;.
(34)
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Algorithm 1 SLSP algorithm

Input: Data matrix X € R™*? and parameter A\, a, 3, ¢, €.
Output: Feature rank based on descending order of |wi],,
(i=1..p).
1 t=0.
2: Initialize D as a p x p identity matrix.
3: Initialize G' as an n x c cluster indicator matrix.
4: Construct the global similarity matrix K and the laplacian

matrix L.
5: repeat
6 M!=XTX4+oXTLX 4 3D
7. H=1I, - X(M!) 'XT.
s:  Caleulate Vf(GY) = (2G(GY)| + 3H! -~ K)G'.
9:  Update G**! by projected gradient method as
Gl = [G' — & VF(GH]T.
10:  Update Wi = (M*) 7' XT G
11:  Update D'+ as a diagonal matrix by
t+1 1
d:ti = W
12 t=t+1

3: until Convergence of objective function value in (25).

Therefore, based on the Eq. (34) and Eq. (29),
Algorithm 1 has non-increasing behavior in the
objective function in Eq. (19).

B. Computational Complexity

Updating G and W is the main steps in Algorithm 1.
We require O(np? + n?p), O(np? + n?p + p3), and
0(n?c) time complexity to compute M, H, and V£ (G).
Therefore, computing G leads to 0 (p3 + np? + n’p +
n%c) time complexity. On the other hand, the
computational order of updating W is O(p® + np? +
npc) . Eventually, max{O0(p®),0(n?p),0(np?),
0(n?c), 0(npc)} is the time cost of the Algorithm 1.
Since, in almost all real world cases, the number of
clusters is more smaller than the number of features,
¢ < p, the final computational complexity of the
proposed algorithm is max{0(p®), 0(n?p)}.

V. EXPERIMENTS

In this section, we evaluate the proposed method,
SLSP, by comparing with the well-known unsupervised
feature selection methods on different standard
datasets.

A. Datasets

We utilize some standard datasets in various
applications including biological (ALLAML, Colon,
GLIOMA, Lung), image (BA, COIL20, ORL, Yale),
voice (Isolet), and artificial data (Madelon). The BA is
available on https://cs.nyu.edu/~roweis/data.html,
while all other datasets can be downloaded from [1].
The summery of the datasets is presented in Table II.

B. Evaluation measures

Accuracy (Acc) and normalized mutual information
(NMI) are widely used as standard measures to evaluate
the unsupervised methods. Let the ground truth and
predicted label vectors are denoted by y and z. Acc is
presented as,

Acc(y,z) =¥, 8y, map(z)),  (35)

where the function &(a, b) equals to 1 if a = b and 0,
otherwise. For map(.) function, Kuhn-Munkres
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TABLE II: The main characteristics of the used datasets.

Dataset Samples  Features  Classes Type
ALLAML 72 7129 2 Biology
Colon 62 2000 2 Biology
GLIOMA 50 4434 4 Biology
Lung 203 3312 5 Biology
BA 1404 320 36 Image
COIL20 1440 1024 20 Image
ORL 400 1024 40 Image
Yale 165 1024 15 Image
Isolet 1560 617 26 Voice
Madelon 2600 500 2 Artificial

approach [43] is employed to find the best permutation
for matching the categories in vectors y and z.

The NMI is defined as,

1(y,z) (36)

NMI(y,2) = B

where the entropy function is denoted by H(.) and the
mutual information of y and z is presented by I(y, z)
as,

1,2) = Tyey ser PO Dlog (2725). (37)

C. Experimental settings

We compare the proposed method with the state-of-
the-art unsupervised feature selection algorithms
including LS [10], MCFS [28], UDFS [29], NDFS [21],
GLSPFES [34], SPUFS [25], and selecting all features
namely All_Feat.

We set k = 5 for k-nearest neighbor algorithm and
o; (or gj) is set to the distance between X; (or X;) and its
seventh neighbor based on [44]. For calculating the
similarity matrix in other methods, we set the o = 1.
For NDFS method, we set y = 108. A grid search
strategy is employed to set the parameters @, § and A
from the set of {107%,1072,1,102,10*} candidates.
For evaluating a method by NMI and Acc measures, we
employ k-means algorithm in different number of
selected features from {50,100,150,200,250,300} and
the mean and standard deviation of NMI and Acc on 20
times repetitions.

D. Discussion and analysis of the results

By taking the results in Tables III and IV into
consideration, we have the following conclusions.

e Comparing the results of All_Feat and other
methods shows the better performance of
selecting relevant features rather than all features.
As a consequence, feature selection provides the
ease-of-interpretation as well as  better
performance of the learning algorithms.

e The primary reason of obtaining more accurate
results of SLSP is to take local and global
structure into account. In the absence of label
information, preserving the geometric structure of
the samples is yielded to select more relevant
features than the earlier methods.

e Furthermore, incorporating clustering in SLSP
provides an effective strategy to select features
based on underlying categories in data.

® Moreover, employing subspace learning in SLSP
enables acquiring the discriminative information
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in the original data that leads to higher
performance.

The proposed method obtains the best or at least the
second best results in Tables III and IV in almost all the
cases. While, GLSPFS and NDEFS provide good results
on some datasets, the proposed method SLSP perform
very satisfactory on all of the datasets with negligible
differences with the top results on some datasets.
Furthermore, the “ALLAML” can be regarded as the
most challenging dataset in our experimental setting
where there are few samples, n =72, and many
features, p = 7129. As the obtained results revealed
that there are a considerable difference between the
attained results of SLSP and its competitors, which
indicates the strength of the proposed approach.
Moreover, the stability and good performance of the
SLSP over the different datasets from a variety of
applications show the robustness of the SLSP.

E. Sensitivity analysis

In this subsection, we consider the sensitivity of the
proposed method, SLSP, in terms of setting the
parameters. The main parameters in the objective
function of SLSP in Eq. (18) are 4, a and . By fixing
the parameter @ = 1 for briefness, we investigate the
sensitivity of the parameters A and . The experimental
results of SLSP on Acc measure in log,, on the datasets
in terms of different setting of the A and § parameters
are shown in Fig. 1. The slight sensitivity to the
parameters in the performance of the proposed method
(SLSP) is shown in Fig. 1.

VI. CONCLUSION

An unsupervised feature selection method based on
sparse learning was presented in this work. We
employed a symmetric nonnegative  matrix
factorization for cluster analysis as well as maintaining
global similarities and low dimensional embedding.
The correlation between the features and the clusters
was measured by performing a linear regression model.
The spectral analysis was employed for preserving local
similarities in the selected feature space. The ¢,
regularization was applied to the objective function to
obtain a sparse feature representation. We presented a
numerical optimization procedure to solve the proposed
objective function and theoretically analyzed the
convergence of the proposed algorithm. The
experimental results showed that SLSP outperformed
the well-known unsupervised feature selection methods
due to propose a joint framework including clustering,
global and local similarity maintaining in a sparse way.

There are some challenges and future directions on
this interesting domain including the feature selection
for online streaming data, enhancing the deep neural
networks architectures by employing the selected
features as the pre-train of the network, considering
other numerical optimization algorithms, and applying
a low-rank representation approach.
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COIL20 ORL Yale Isolet Madelon

Dataset ALLAML Colon GLIOMA Lung BA

All_Feat 73.19£2.33 54.844+0.00 58.30+£3.96 71.85£7.48 4270+ 1.36
LS 54.02+0.90 54.05£1.38 56.77+£2.19 55.45+6.26 38.44+5.09
MCFS 69.98 +3.52 56.64£1.99 57.23+2.43 60.82+6.54 40.90+2.98
UDES 71.03£2.22 59414£145 64.75+£1.44 5896£5.67 36.20+£4.46
NDFS 76.39+0.00 5621 £1.08 66.83+1.34 83.55+0.25 43.32+1.57
GLSPFS 76.05£0.52 62.73+0.68 60.28 +1.38 78.83£4.55 43.24+ 151
SPUFS 70.39 £0.97 60.05+0.73 57.00+£0.78 67.33£1.20 38.12+5.21

SLSP (Ours) 86.15+£0.08 62.38+2.82 65.45+1.89 84.66 = 1.28 43.41£1.45

68.03£3.80 59.35+2.35 41.52+2.44 62.21 £2.12 50.33 +0.08
58.31+1.47 49.96£3.51 39.72+1.28 53.27+£4.33 54.74 £3.38
67.904+1.92 57.224+2.06 40.66 +2.33 49.61 £3.52 52.75+1.69
6246+ 1.24 5129140 3942+£1.92 70.89£7.76 50.86 £ 0.42
66.08£2.13 59.68=0.17 40.68 £1.24 69.33 £1.36 54.20£3.55
69.46+0.77 6043 £1.17 40.62+1.05 63.64+3.26 57.73 +3.74
67.86 £2.56 48.86+=2.65 35.04£0.85 63.35£3.11 51.19+0.10
69.95+0.96 60.33+0.18 42.43+0.94 6521 £2.18 57.81 £ 1.51

TABLE IV: Clustering

results (NMI% = std) of some unsupervised feature selection methods on ten standard datasets. The

best and the second best results are denoted by bold and underlined numbers.

COIL20 ORL Yale Isolet Madelon

Dataset ALLAML Colon GLIOMA Lung BA

All_Feat 15.14 £2.64 00.60£0.09 49.08 £2.15 63.91=2.67 58.12£0.72
LS 00.40£0.38 00.23£0.39 47.85+1.40 48.28=7.35 53.83£5.07
MCFS 11.15+£4.43 0078 £0.78 44.77 £2.42 51.88+=1.25 56.44 £2.67
UDFS 1477 £293 0221 £0.74 47.63£2.79 46.85=4.65 52.26£4.27
NDFS 18.95£0.00 00.95£0.28 53.72+0.46 68.50+1.18 58.45£1.65
GLSPFS 19.11+1.85 03.10£0.27 53.96 £0.22 65.74 £2.04 58.47+1.40
SPUFS 10.80 £ 1.45 02.64£0.29 53.68+0.54 60.06+=1.98 53.43 £4.83

SLSP (Ours) 48.46 £0.20 1524 £3.61 54.15+0.51 69.58£0.64 5846+ 1.65

79.08+ 149 77.71+1.13 4943 +1.67 77.06+1.02 00.00 = 0.00
72.64%1.99 70.80£2.60 48.7341.38 70.36£4.30 00.99 % 1.30
7740+ 1.16 76,12+ 1.48 48.664+2.73 65.53+4.19 00.30 +0.27
7236+0.88 72204130 47214227 70.89£7.76 00.03 % 0.03
7724+ 193 7828037 47294 1.03 79.87+1.80 00.88 +1.36
7833+£0.68 78.02+0.61 47.1240.56 76.67+2.54 02.15+1.58
7780+ 1.97 7024+2.16 424040.76 72.86+ 1.81 00.06 +0.01
7957093 78.16 =0.36 50.1140.87 77.724£2.12 01.84 +0.73

(a) ALLAML (b) Colon (c) GLIOMA

(d) Lung (e) BA (f) COIL20

() ORL

(h) Yale (1) Isolet

(j) Madelon

Fig. |: Accuracy of SLSP with ditferent values of the param-
eters A and 3.
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