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Abstract—The objective of this study was to develop a technique for differentiation of two instantaneous audio signals 

recorded concurrently by two microphones. To achieve this objective, a signal was first subjected to Short Time Fourier 

Transform (STFT), then each frequency bin was processed individually by a two-phase technique consisting of an 

estimation of orthogonalization matrix and rotation matrix in that order.  The proposed method introduces a new 

geometric approach to the  separation of sparse signals. In fact, it introduces two new steps for the general BSS 

technique. In fact, these two steps are presented in this paper instead of the whitening and rotating steps in blind speech 

separation algorithms. This paper separates audio sources in difficult situations with significant improvements in 

algorithm performance. Therefore, the experiments were performed in difficult conditions, such as when the 

microphones are collinear, short distances of microphones and having short sources. Therefore, the experiments were 

performed in difficult conditions. Performance of the proposed method was evaluated by a number of numerical 

examples. The experiments were performed using the Roosim simulator, and the results showed that the proposed 

algorithm is a simple and useful solution for separating two speech signals recorded with two microphones.  

 

 

Keywords—Blind source separation; sparse signals; orthogonalization; rotation.  

 

I. INTRODUCTION 

In the past few decades, the cocktail party 

problem, which refers to differentiation of multiple 

speech signals from recordings of noisy settings, 

have found potential applications in hearing aids, 

speech detection, and teleconferencing, and have 

therefore received growing attention from the 

research community [1]. One method with 

 
 Corresponding Author 

significant potential in this field is Blind Source 

Separation (BSS), which refers to the extraction of 

several statistically independent audio signals from 

a recording in the absence of any data concerning the 

mixing conditions [1-4]. The potential applications 

of BSS include, but are not limited to, speech 

processing, wireless communication, medical 

analysis, and remote sensing [5]. The methods 

proposed for BSS problem can be categorized into 

Volume 12- Number 4 – 2020 (26 -32) 
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ic
t.i

tr
c.

ac
.ir

 o
n 

20
25

-1
1-

18
 ]

 

                               1 / 7

mailto:m.zohrevandi@srbiau.ac.ir
mailto:setayesh@aut.ac.ir
mailto:a.rabiee@iauda.ac.ir
http://ijict.itrc.ac.ir/article-1-469-en.html


two groups depending on the assumed propagation 

model: instantaneous mixture [6-9] and convolutive 

mixture [5,9,10]. Among the major statistical 

solutions, and perhaps the most prominent, 

developed for the BSS problem is Independent 

Component Analysis (ICA). The mixed signals of an 

instantaneously mixed recording can be 

decomposed by instantaneous ICA [10]. 

Convolutive mixing refers to the mixing of 

signals in the spaces where sound propagation and 

its reflection of different objects cause some time 

delays in signals. In reverberation spaces, sound 

reflecting off walls and objects can cause a time 

dependency in the recorded signal mixture. Because 

of this time dependency, the BSS problem must be 

solved through various methods, which can be 

divided into two main categories based on their 

approach to ICA utilization [11]. The first category 

is known as time-domain BSS. In this category, the 

model of convolutive mixtures is directly related to 

ICA. However, the long FIR filters required for the 

convolution operation makes the convolutive ICA 

more complex, and computation intensive, than its 

instantaneous counterpart [12]. 

The second category is known as frequency-

domain BSS, which allows the ICA algorithm to be 

implemented on a simple frequency domain and 

executed for each frequency in an independent 

manner [13]. This approach however brings up the 

problem of permutation ambiguity in the ICA 

solution. To address this issue, the permutation in 

each frequency bin should be adjusted so that the 

signal extracted in the time reverberation settings, 

the audio signals, can be predictively convolutive 

[4]. Meanwhile, the amplitude modulations in the 

voiced parts and the intermixing of voiced and 

unvoiced parts of phrases make the human speech a 

highly nonstationary signal. The common practice 

for converting a time-domain signal into its 

frequency-domain counterpart is to use the sliding 

window discrete Fourier transform (DFT) or the 

short-time Fourier transform (STFT). When 

following this approach, it is imperative to select the 

window length in a way that the data of each window 

would remain quasi-stationary. Speech separation is 

also associated with four other properties of speech 

signals: i) In an acoustic environment, speech 

signals of different speakers at different locations 

are statistically independent; ii) Temporal structure 

of each given speech signal is normally unique over 

short time frames (< 1 second); iii) In small time 

frames (25 ms) speech signals are quasi-stationary, 

but in longer frames they become completely 

nonstationary [4 ,14-17]. 

The BSS problem is an extensively studied 

subject of research, and numerous solution 

algorithms have been proposed for variants of this 

problem. The authors of [15] have developed an FIR 

backward model with adequate ability to separate 

distinct model sources. In [16], a two-step approach 

has been utilized for Monaural Speech Separation; 

in the first stage harmonicity has been utilized to 

separate the auditory spectrogram of the mixture 

into its components and, in the next stage, a top-

down process based on harmonic filters has been 

used to enhance the quality of the separated signals. 

In this study, first a forward model has been 

estimated by a least squares optimization technique, 

with a multi-path channel identification then carried 

out, accordingly. The frequency-domain technique 

proposed in [17] utilizes PARAllel FACtor 

(PARAFAC) analysis for multichannel BSS of 

convolutive speech mixtures. In this method, 

computational complexity is controlled by 

incorporating a dimensionality reduction step into 

the PARAFAC algorithm. 

In the present paper, speech separation problem 

is explored in a scenario where there is a presence of 

two microphones and two speakers. Fig. 1 shows the 

schematic representation of the proposed speech 

separation algorithm. As can be seen, this algorithm 

first segments the signal mixture, as the non-

stationary nature of speech signals limits the validity 

of statistical analyses to short quasi-stationary 

frames. As a result, signal mixtures are first 

segmented into short time frames (25 ms), and then 

the signals within the frequency domain (X (w; q)) 

of each frame are extracted. The proposed signal 

separation approach consists of two phases of 

orthogonalization and rotation. Also, the scaling and 

permutation ambiguities are addressed once all 

frequencies are subjected to BSS process. This 

algorithm has no information about resources and 

therefore is not compared to supervised learning 

methods and is compared to algorithms that use 

blind data. In [7], with a simple algorithm, it detects 

time-frequency points with only one active source in 

instantaneous mixtures and then estimates a mask 

for each source. [25] In the frequency domain, using 

independent component analysis (ICA), it estimates 

the mixing filters and then solves the permutation 

problem with a Recursively Regularized 

implementation of the ICA (RR-ICA). 

New research on speech separation is known as 

supervised learning methods and includes learning 

patterns of speech, speakers, and background noise 

[18]. But since we do not have any information to 

train learning algorithms on blind problems, these 

algorithms cannot be used to solve blind speech 

separation problems. Also training these learning 

algorithms involves a large amount of data 

processing. The advantages of the proposed 

technique over its rivals include simplicity and ease 

of use, high speed of computation, and the absence 

of convergence failure issues. 

The contributions of this algorithm are as follows. 

First, it separates instantaneous audio signals with a 

new geometric approach. This algorithm consists of 
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two steps. These two steps are presented in this 

paper instead of the bleaching and rotation steps in 

blinded speech separation algorithms. Second, this 

paper uses the rotation method to separate audio 

sources instead of estimating the mixing matrix. 

Third, in difficult separation situations, such as 

when the microphones are collinear, the 

microphones are close together and short sources 

work well. Fourth, this algorithm can separate more 

than two speakers, but to separate both speakers, the 

algorithm must be run once and the efficiency of the 

algorithm will decrease. 

 

In the remainder of this paper, Section 2 provides 

a general formulation for convolutive BSS problem; 

Section 3 describes the proposed technique; Section 

4 provides the results of   numerical simulations; and 

Section 5 concludes the paper. 

II. BSS OF CONVOLUTIVE MIXTURES 

Assume N statistically independent voice 

signals denoted by s(t)  =  [s1(t);  s2(t); … ; s𝑁(t)], 
which have been recorded by the same number of 

microphones (N) to form the mixture  x(t)  =
 [x1(t);  𝑥2(t); … ; 𝑥𝑁(t)]. With this assumption, the 

formulation of noise-free convolutive model in the 

time domain will be as follows [1,19]: 

𝑥(𝑡) = 𝐻 ∗ 𝑠(𝑡) = ∑ 𝐻(𝑙)𝑠(𝑡 − 𝑙)

𝐿−1

𝑙=1

 (1) 

  

 

Figure 1.  The block diagram of the algorithm. 

In this relationship, * is the operator of linear 

convolution. The N × N matrix H(l) denoting the 

mixing system at time-lag l consists of elements hnm 

denoting the coefficients of the space impulse 

response for source n and microphone m, which has 

been modelled as a FIR filter. L is the maximum 

length of the channel. With these definitions, source 

signals can be approximated by finding the 

approximate N × N inverse-channel matrix W for 

which:  

𝑠(𝑡) = 𝑊(𝑡) ∗ 𝑠(𝑡)

= ∑ 𝑊(𝑘)𝑠(𝑡 − 𝑘)

𝐾−1

𝑘=0

 
(2) 

In the above relationship, K denotes the length 

of inverse-channel impulse response. This problem 

can be solved by the use of a time-domain method 

or a frequency-domain approach. In case of using a 

time-domain method, K must be greater than the 

unidentified true channel in order to account for all 

reflections, and much greater than L to allow for 

precise evaluation. When using a time-domain 

approach, one must pay particular attention to the 

sensitivity of these methods, to channel-order 

mismatch, and the lack of sufficiently understood 

identifiability properties, particularly in the presence 

of underdetermination. 

A convolutive mixture in the time domain can 

be assumed equivalent to instantaneous mixtures in 

the frequency domain, so the BSS problem of 

reverberation settings can be solved by using an ICA 

algorithm in the frequency domain. After subjecting 

(1) to STFT, the model is obtained from the 

following relationship [20]:  

𝑋(𝑤. 𝑞) = 𝐻(𝑤)𝑠(𝑤. 𝑞) (3) 

In the above relationship, w denotes the angular 

frequency, and q denotes the frame index. The 

differentiation process in each frequency bin is 

given by: 

𝑌(𝑤. 𝑞) = 𝑊(𝑤)𝑋(𝑤. 𝑞) (4) 

In the above relationship 𝑆(𝑤. 𝑞) =
[𝑆1(𝑤. 𝑞). ⋯ . 𝑆𝑁(𝑤. 𝑞)]  denotes the source signal 

within the frequency bin w, is the observed signal, 

denotes the approximated source signal, and W (w) 

is the separation matrix for the frequency bin w. 

Here, the aim is to obtain the W (w) that leads to 

Yi(w, q). 

III. THE PROPOSED BSS ALGORITHM 

This section presents the proposed BSS 

algorithm for two sparse signals recorded in 

reverberation settings. Assume the following system 

of linear equations, 

𝑋𝑓(𝑤) = 𝐻𝑆𝑓(𝑤) (5) 

where H = [hij ]2×2 is the mixing matrix, 

𝑆𝑓(𝑤) = [𝑆1(𝑤). 𝑆2(𝑤)𝑇]is the source vector, and 

𝑋𝑓(𝑤) = [𝑋1(𝑤). 𝑋2(𝑤)]𝑇  is the observation 

vector. Here, observation vector comprises the 

STFT domain of two speech signals. 

For the BSS problem to be solved and speech 

signals to be differentiated, separation matrix W 

needs to be such that elements of the output vector  

(𝑌𝑓(𝑤) = 𝑊𝑋𝑓(𝑤)) become as similar as possible 

to elements of the source vector S(w). For this to 

become possible, elements of the source vector are 

assumed to be sparse signals. 

   Since the source vector Sf comprises the STFT 

domain of two speech signals s1 and s2, Fig. 2(a) can 

Volume 12- Number 4 – 2020 (26 -32) 28 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ic
t.i

tr
c.

ac
.ir

 o
n 

20
25

-1
1-

18
 ]

 

                               3 / 7

http://ijict.itrc.ac.ir/article-1-469-en.html


be regarded as an accurate representation of the joint 

distribution of the source vector in the (S1;S2) plane. 

Fig. 2(b) shows the joint distribution of the 

observation vector when Xf is acquired by the matrix 

transformation of vector Sf. 

   The method proposed in this paper follows a 

geometrical approach to differentiation of sparse 

signals, which is derived from the general BSS 

technique shown in Fig. 3 [20]. The proposed 

method consists of two phases. In the first phase 

observation will be orthogonalized, and in the 

second phase the orthogonalized data will be 

rotated. 

 

 

Figure 2.  Block diagram of a common BSS method [20]. 

Whitening of random data mirrors closely the 

concept of orthogonalization of a set of vectors. 

Orthogonalizing two vectors involves mapping them  

observations (c) orthogonalized data to a new set of 

vectors using a linear transformation so that the 

inner product between them is zero [25].  

Furthermore, rotating data mirrors closely the 

concept of the shifting of angles in a set of vectors, 

with respect to special coordinate axes. The 

orthogonalization part in the proposed algorithm 

involves finding a new basis in which two vectors 

illustrated in Fig. 3(b) are perpendicular. The 

proposed algorithm uses the Gram-Schmidt 

algorithm [21] to find an orthogonal basis. The 

Gram-Schmidt algorithm for two vectors x1 and x2 

is as follows: 

{
𝑜1 = 𝑥1

𝑜2 = 𝑥2 − (𝑜1
𝑇𝑥2 𝑜1

𝑇𝑜1⁄ )𝑜1
 

(6) 

where o1 and o2 are two vectors that are 

perpendicular to each other. After finding a matrix 

transformation (M) to make vectors x1 and x2 

perpendicular, the orthogonalized data vector(o) is 

given by: 

𝑂 = 𝑀𝑥 (7) 

To separate speaker signals from orthogonalized 

data, we have to rotate the two vectors shown in Fig. 

4 in such a way that they are placed on the 

coordinate axes. A geometrical rotation is a 

transformation under which the lengths of the 

original vectors and angles between them do not 

change. To achieve this goal, we consider the 

following rotation matrix R = [rij ]22): 

𝑅 = [
cos 𝜃 sin 𝜃
sin 𝜃 − cos 𝜃

]       (8) 

Where θ is the angle between vector o1 and y-axis 

in the Cartesian coordinate. Finally, the separating 

matrix is given by: 

𝐻 = 𝑅𝑀 (9) 

  

 

Figure 3.  Scatter plot of (a) speaker signals 

(b). 

 

 

Figure 4.  Orthogonalized vectors. 

Volume 12- Number 4 – 2020 (26 -32) 
 

29 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ic
t.i

tr
c.

ac
.ir

 o
n 

20
25

-1
1-

18
 ]

 

                               4 / 7

http://ijict.itrc.ac.ir/article-1-469-en.html


The two-step geometrical approach of the 

proposed method shown in Fig. 5.  

 

 

Figure 5.  Block diagram of the two-step geometrical approach 

of the proposed method. 

IV. SIMULATION 

The effectiveness of the proposed method in the 

separation of mixed signals is evaluated in this 

section. Mixed signals are generated by selecting the 

speaker from the NTT database [22]. The test data 

of this database is male and female speakers from 

different countries.  Synthetic room impulse 

responses are made through the Roomsim toolbox  

[23]. The dimensions of the simulated room are 

6.25×4×2.5 m3 and simulated room was used for the 

experiments is noise-free.  In our experiments, the 

length of FFT was 256 ms, and the window shift 

length was 128 ms. The separation quality of the 

algorithm is measured using the proposed method in 

[24]. In this method, the separated signals can be 

decomposed into 3 components: 

(21) 𝑦𝑝 = 𝑦𝑞𝑡𝑎𝑟𝑔𝑒𝑡
+ 𝑦𝑞𝑖𝑛𝑡𝑒𝑟𝑓

+ 𝑦𝑞𝑎𝑟𝑡𝑖𝑓
 

where yqtarget denotes the expected target source after 

separation with deformation (e.g., filtering or gain), 

eqinterf represents interference caused by unwanted 

sources, and eqartif refers to artifacts produced by the 

separation algorithm. The source-to-distortion 

(SDR), source-to-interference (SIR), and source-to-

artifact (dB) ratios are measured as follows: 

(22) 𝑆𝐷𝑅 = 10𝑙𝑜𝑔10

‖𝑦𝑞𝑡𝑎𝑟𝑔𝑒𝑡
‖

2

‖𝑦𝑞𝑖𝑛𝑡𝑒𝑟𝑓
+ 𝑦𝑞𝑎𝑟𝑡𝑖𝑓

‖
2 

(23) 𝑆𝐼𝑅 = 10𝑙𝑜𝑔10

‖𝑦𝑞𝑡𝑎𝑟𝑔𝑒𝑡
‖

2

‖𝑦𝑞𝑎𝑟𝑡𝑖𝑓
‖

2  

(24 ) 𝑆𝐴𝑅 = 10𝑙𝑜𝑔10

‖𝑦𝑞𝑡𝑎𝑟𝑔𝑒𝑡
+ 𝑦𝑞𝑖𝑛𝑡𝑒𝑟𝑓

‖
2

‖𝑦𝑞𝑎𝑟𝑡𝑖𝑓
‖

2  

According to the literature [26], this toolkit 

includes SDR, SIR and SAR. The residual crosstalk 

from other sources, distortion of the target source, 

spatial distortion, and artifacts can be explained by 

these criteria; higher numbers are indicative of better 

performance. 

To examine the algorithm performance, in Table 

1 the average SDR, SIR and SAR improvement of 

the proposed algorithm is compared with the Nesta 

et al [25] and Reju et al. [7] algorithms. The 

algorithm from Nesta et al. emphasizes its proper 

performance on short data and the algorithm from 

Reju et al. performs well and uses its previous data 

to improve the separation quality but is challenged 

by short data and a decrease in separation quality. 

This challenge is seen in short data for all algorithms 

that use their previous data to improve separation 

quality. 

 

TABLE I.  THE COMPARISON OF THE PROPOSED METHOD 2 

SPEAKERS AND 2 MICROPHONES.  

Proposed 

method 

Nesta 

et al. 

Reju 

et al. 

7.8 7.4 6.2 SIR(dB) 

7.4 7.2 5.9 SAR(dB) 

4.3 4.4 3.5 SDR(dB) 

 

To study the effect of microphone spacing, 

another experiment was conducted under similar 

conditions. The difference is that the location of the 

microphone arrays is considered at five different 

distances (5, 10, 20, and 40 cm). At all distances, the 

microphones have a fixed center. If the distance 

between the microphones is the D variable, the 

simulated room is considered as Fig. 6.  

 

Figure 6.  The Synthetic room impulse response. 

The results of this experiment are presented in 

Table 2. It is clear that the efficiency of the separator 

algorithms and the distance between the two 

microphones are directly related. The reason is that 

as the microphones get closer,  the impulse response 

between each source and the various microphone is 

very similar. As the distance between the 

microphones increases, the inter-angle of the mixing 

vectors increases and the efficiency of the separation 

algorithm also increases. But from a certain 

distance, this increase in separation algorithm 

performance will stop. When the value 𝜃1 + 𝜃2  is 

180, the microphones are collinear and the 

efficiency of the separator algorithms is reduced. In 

this case, the proposed algorithm has the highest 

increase performance gain compared to other 

mentioned separation algorithms. When  𝜃1 =
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170.  𝜃2 = 80 or  𝜃1 = 80.  𝜃2 = 170, the proposed 

algorithm has the worst performance compared to 

mentioned algorithm. In this experiment, short 

length data is used and the improvement of the 

algorithm performance in these conditions is 

significant. 

TABLE II.  STUDY THE EFFECT OF MICROPHONE SPACING   

Distance between 

the microphons 

(cm) 

 

5cm 10cm 
20c

m 

40c

m 

The SDR average 
improvement of 

𝜃1 = 170.  𝜃2 =
80 and  𝜃1 =
80.  𝜃2 = 170 

Reju et 

al. 
-0.19 -0.02 0.01 0.03 

Nesta et 

al. 
-0.18 -0.03 0.02 0.03 

Proposed 

method 
-0.18 -0.02 0.42 0.51 

The SDR average 

improvement of 

𝜃1 = 0.  𝜃2 = 180 

and 𝜃1 = 0.  𝜃2 =
180 

Reju et 

al. 
-0.01 0.01 0.03 0.08 

Nesta et 

al. 
0.01 0.02 0.04 0.09 

Proposed 

method 
0.26 0.61 0.93 1.09 

 

To show the increase in performance in short-

length data, the efficiency of the algorithm is 

shown in Fig. 7 by averaging the output value of 

the algorithm for 10 fixed data while decreasing 

their length. It can be seen that the algorithm has 

much better performance in short data. Works [7] 

and [25] have a high computational  time and 

therefore are not suitable for use in online systems 

[25].  Moreover, all the tests in Matlab on a 64-bit 

Intel Core i7-4511U with a 108GHz CPU and their 

running time of the algorithm was less than 7 

seconds and respectively the running time of [25] 

and [7] were more than 13 and 11 seconds. 

 

 

 

Figure 7.  Demonstrate the efficiency of the algorithm in 

separating short data. 

V. CONCLUSION 

In this paper, we proposed a new frequency domain 

BS S method for differentiation of two speech 

signals captured concurrently by two microphones. 

This method operates via a two-stage geometrical 

algorithm applied to discrete frequency bins. In the 

first stage, observations will be orthogonalized, and 

in the second stage the orthogonalized data will be 

rotated. Validity and performance of the proposed 

method was assessed using three efficiency 

evaluation criteria and by a number of numerical 

simulations. 
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