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Abstract—Today, different groups of people use social media in their businesses and normal daily activities specially for
accessing news and their favorite information in various fields. Facing with huge amounts of information and news in
social media makes different challenges for the users. One of the main challenges of the users is distinguishing valid
news and information from invalid and fake ones. Fake news means low quality news containing inaccurate or invalid
information. Because of the fast and widely spread of the news in social media, they may have very destructive effects
on the user's social behavior. Therefore, the fake news should be identified and banned as soon as possible. To overcome
the challenge of identifying fake news, in this manuscript a method is introduced to use profile features of the users and
some features of the tweets in twitter to determine the possibility of a tweet being fake. This method also uses ordered
weighted averaging as a data fusion method to increase the accuracy of the detection. To determine the effectiveness of
the presented method, some experiments are designed based on the known datasets from twitter. The evaluations of the
results of these experiments indicate effectiveness of the proposed method.
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. INTRODUCTION
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Nowadays, people spend most of their time in
social media. Increasing growth of social media
usage has huge impact on different aspects of
people’s lives. many researches have been done in
social media on people’s behavior in communities
[1] [2]. Because of high speed, low cost, and ease of
access to information, people are increasingly using
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social media. For example, in December 2016, the
PEW research center announced that approximately
62% of adults follow news from social media.
However, in 2012, only 46% of people received this
information [3]. On the other hand, poor quality of
news in social media is their major drawback. In fact,
fake news is the news that contain a lot of inaccurate
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or invalid information [4]. The rise of social media
has been accompanied by a sharp increase in the
spread of fake news issues among people. In other
words, fake news is the misleading news that include
fake contents in the form of serious expressions, lies
and humor [5].

The importance of recognizing fake news in
social media is because of the negative effects of
wide spreading fake news or rumor [6]. These effects
overshadow both the individuals and the
communities [7]. Some of the drawbacks of fake
news are destroying the balance of news ecosystem,
encouraging the reader to believe invalid news and
misleading the reader about the truth of the news [3].
Therefore, it is necessary to provide a useful method
to detect fake news in social media to reduce
damaging effects of them. In order to identify fake
news, it is necessary to classify all the news based on
their accuracy and reliability [8].

Detecting fake news in social media has special
challenging features. These features are used by the
writer to write the message precisely to mislead the
reader so that making it difficult to detect the fake
news from the content of the message. Various
empirical studies have been conducted in Facebook
usage among adolescent girls. These studies have
consistently found that the visual and interactive
aspects of the platform have the greatest influence on
body image issues [9]. Despite this, highly visual
social media (HVSM) such as Instagram have yet to
be robustly researched. That is why we need a deeper
study about all the news produced in social media.
One of the key points that should be considered in
fake news detection is the relationship between user
profiles and fake news [10]. For example, if a verified
user with a large number of followers talks about a
news that may be fake, it is most likely fake. Most of
the presented methods for detecting fake news use the
features extracted from the contents of the message
instead of other features of news such as social
context [10].

Therefore, in the presented method in this
manuscript, social features are also considered for
two main reasons. The first is that the writer of the
fake news exactly intends to mislead the reader,
hence he/she tries to change the linguistic and content
features so that the truthfulness of the news is not
recognizable. Therefore, relying just on the content
features is not a rational task for identifying fake
news. The second is that social features of news
reflect the characteristics of the activities in the social
environment in which the news is published. [11]
These features are user social features and indicate
how the user interacts online (by following others and
responding to each other’s messages) [12].

Based on these reasons, we assume that social
features have positive impact on fake news detection

International Journal of Information & Communication Technology Research

IJICTR

in social media. Social features are divided into two
main categories: user and message features. User
features are extracted from the user profile, for
example, the number of followers, the number of
friends and etc. Message features are extracted from
the message contents and indicate how the users
react to the message.

Recently, machine learning based methods [6] are
increasingly being applied to the fake news detection.
These methods focus on selecting some features and
incorporating these features on classifiers such as
support vector machines (SVM), k nearest neighbors
(KNN), etc. Building a complex model based on
some simple components is effective to improve
performance of fake news detection [13]. Such a
model uses different simple base classifiers to decide
about the strength of the news being fake. Then, to
get a better result, a data fusion method combines the
output results of the base classifers. The fusion
method highly affects the accuracy of the fake news
detection. However, data fusion approaches have not
yet been explored for fake news detection explicitly.
On the other hand, some very complex methods
based on convolutional neural networks are also
introduced for fake news detection. But, these
methods have very complex structures and need large
amounts of traininh data [14].

In this manuscript, we use social features to train
the base classifiers and then by using a data fusion
approach, final decision is made to increase the
accuracy of detecting fake news. Therefore, the main
contribution in this manuscript is introducing a data
fusion approach and using social features for training
some classifiers used by the fusion method to
increase the accuracy of detecting fake news.
Moreover, by defining a fuzzy metric for fake news
detection and using a threshold to distinguish fake
news from the others, a more reliable system is made
that is adaptable with different environments. On the
other hand, one of the strength of the proposed
method is that it uses simple base classifiers that may
be trained more easily with lower amounts of training
data than the complex CNN based methods.

Therefore, the main reasons that motivated the
authors to focus on detecting fake news in social
media are : (1) widely spread of using social media
by different types of users, (2) increasing the number
of users that produce fake news to mislead the readers
of the news, and (3) existing complex systems need
large amounts of time and resources to detect fake
news, but, using simple elements (base classifiers)
and a fusion method reduces the complexity of the
detection method while needs lower amounts of
training data than the others. As a result, themain
contributions are summarized as follow:
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- Combining message features with the
features in the user profile for fake news
detection in twitter.

- Using ordered weighted averaging (OWA)
as a fusion method and using a method to
compute the weights.

The structure of the remaining parts of this
manuscript are as follow. In section2, some related
works are summarized and briefly described to
indica te the ways that the fake news detection
methods have been used. In section 3, the proposed
method for fake news detection is presented. And
described. In section 4, some experiments are
designed to compare the proposed method with some
other known methods. Finally, in section 5, the
concusion is made and some points are presented for
future works.

Il.  RELATED WORKS

In this section, some of the most known previous
studies on detecting fake news has been described
briefly. Different approaches have been used
recently to detect fake news in social media. One of
the categorizations of the methods are based on the
features they consider. In this categorization, two
types of features are used: content features and
context features. Content features are extracted from
the body of the message. On the other hand, context
features are extracted from the user profile and some
related features [15].

Another categorization is based on the method
used to detect fake news. In this category, the two
general methods are machine learning and deep
learning. The machine learning methods basically
are the classifiers that classify the news as fake and
non-fake. In machine learning methods, some data
fusion technigues are also used to reduce complexity
of the classifiers and increase the accuracy. Some
research in each of these categories are briefly
described in this section.

A. Fake news detection based on content features

In this part, content-based approaches  have
been discussed. These methods utilize textual
features such as writing style features, word vectors,
part-of-speech tags, question marks, exclamation
marks, capital letters, sentiments, emotion features,
manipulation features, grammatical features, and
readability features [16].

Potthast et al. [17] discussed about linguistic
feature such as quotes count, external links count,
paragraph count, and average paragraph length.
They also have proposed an unmasking method
which recognizes the depth of difference between
two messages in terms of writing style by using a
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random forest method. They indicated that how a
style analysis can detect fake news on BuzzFeed
dataset.

Singh et al. [18] have explored several
conventional  classifiers  including  Logistic
Regression, Linear discriminant analysis, Quadratic
discriminant analysis, K Nearest Neighbors, Naive
Bayes, SVM, CART (Classification and Regression
Tree), and Random Forest. Feature extracted in this
article was a combination of text and visual features,
which include organization features (such as word
count, words per sentence, and so on), emotion
features (such as affect words, emotional tone, etc.),
manipulation features (such as personal pronouns,
impersonal, and so on).

Zubiaga et al. in [6] have explored content-
based features such as word vectors, speech tags, and
the ratio of message letters to total alphabetical
tweets, the number of words, the use of question
marks and the use of exclamation marks. Some of
the machine learning algorithms used to implement
the method are CRF (Conditional Random
Classifier), which is a statistical classifier used in
structured learning, logical regression classifier and
query-based classifier. In their method, they used a
dataset in twitter with some of the news features in
the dataset. They have achieved a precision of 46%
on PHEME dataset. Low accuracy of this method
is due to the applying one simple classifier.

The authors in [16] have investigated a neural
network to process the missing values and improve
the data set presented in the context of fake news
detection. The content-based features considered in
this article are statement 1D, subjects discussed by
the speaker, title of the speaker's job and location of
the speech. The positive point of this article is
applying a neural network instead of conventional
classifier that helps to reach the desired fake news
detection accuracy. They improved the accuracy by
more than 15%.

B. Fake news detection based on social context
features

In this section, social context-based methods [19]
have been studied briefly. These studies for
detecting fake news utilized social features that refer
to the features of the user profile and user behavior
in social media [20].

Buntain et al. [21] proposed a method to classify
popular twitter messages into fake and true news
based on social context with structural, content and
temporal features. Structural features are twitter
specific features for tweets e.g., rate of retweets or
media shares. Temporal features describe previous
features over time e.g., average author age over time.
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For the classification, they investigated 100-Tree
Random Forests. They achieved an accuracy of
66.93% in PHEME dataset.

Yang et al. [22] explored an unsupervised
method to find the fake news and user’s credentials
using an unlabeled dataset. They proposed a
Collapsed Gibbs Sampling method. They utilized
user engagement features (such as likes, retweets
and replies). They achieved an accuracy of 75% in
LIAR dataset and 67% in BuzzFeed dataset.

Jin et al. [23] investigated conflicting viewpoints
in a credibility propagation network for verifying
news. They applied an unsupervised topic method
with status features (which indicates people's
response to the message, such as message support,
message rejection, etc.) to find out conflicting
viewpoints. They analyzed experiments on a dataset
collected from Sina Weibo. Kaliyar et al. [24]
explored a novel approach that utilized social
context features with content features. They
proposed to combine different parallel blocks of
single-layer deep Convolution Neural Network to
detect fake news accurately. They accomplished
high accuracy in FakeNewsNet dataset.

C. Deep neural network for fake news detection

Deep learning method is also an attractive
method for classification applications. In recent
years, several deep learning methods have been
developed to detect fake news. These approaches
detect fake news without feature engineering and for
this reason, accuracy of approaches is improved
[25].

Ruchansky et al. [26] combined three
characteristics of fake news including parties, users
and the article. In their paper, a hybrid method is
introduced by combining three steps. In the first step,
called capture, a Long Short-Term Memory (LSTM)
algorithm determines the temporal characteristics
pattern. The second step, the score, uses singular
value decomposition to determine the behavioral
characteristics of social media users. Finally, the
results of the two methods are combined in a way
that the resulting output is used for classification.
They have experimented their approaches on dataset
collected from Twitter and Sina Weibo.

Another deep learning method is weighted sum
method [27]. In the paper, content features are
extracted by a word embedding algorithm for timely
fake news detection. The presented method for fake
news detection works through a two-path CNN in a
way that one path contains weighted sum of shared
CNN and supervised CNN and the other path
contains weighted sum of shared CNN and
unsupervised CNN. They achieved a precision of
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44.20% on PHEME dataset. The important point in
this paper is that classifiers fused with the weighting
method that increased the accuracy compared with
voting fusion.

Mahabub et al. [28] proposed a hybrid method
based on voting. In this study, several machine
learning methods was implemented and their outputs
were compared. Then, among them, the three
algorithms that had the best outputs based on the
accuracy metric were combined with the ensemble
voting method. The three algorithms were selected
as follow: Multilayer Perceptron, logistic regression
and X-Gradient Boosting. Linguistic features were
also used. This study performed on a dataset
collected from BuzzFeed and PolitiFact. The
drawback of the method was using voting fusion
which reduced accuracy of detecting.

Kaliyar et al. [29] explored a novel approach. In
this study, text features were converted to vectors
with GloVe method and then these vectors were
processed with a deep neural network approach.
Their method had 3 convolutional layers with
different kernel sizes (filter sizes) that helped to
yield high accuracy in detecting fake news.
Performance of this approach was evaluated on
Kaggle fake news dataset.

Kaliyar et al. [30] discussed a deep neural
network with five dense layers and different kernel
sizes in each layer for detecting fake news. They
utilized content, social context, and user-
community-based features. They also achieved an
accuracy of 92% in PolitiFact and 91% in BuzzFeed
datasets.

Goldani et al. [31] investigated capsule neural
network for prediction. Capsule neural network uses
inverse engineering for classification and works
better than Convolution Neural Network. They
investigated text features on LIAR and ISOT
datasets.

As described, the challenges that all the methods
presented in this section are faced are selection of the
features and classification methods that properly
classify the fake news. In the method presented in
the next section, we use context features and a fusion
method to use not very complex classifiers for fake
news classification. Then, for increasing the
detection accuracy, OWA fusion method that was
introduced by Ronald Yager [32] is used with a
method for weight determination. Details are
presented in the next section.

Ill.  THE PROPOSED METHOD

As mentioned, it is not possible to determine
whether a news event is fake or not confidently just
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by using the news content features. Rather, to
identify fake news, in addition to the message
features, user profile features should also be
considered. Therefore, detecting fake news needs
identifying the users involved, extracting useful
features from the messages and the user's profiles,
and using network interactions.

To define the problem, some definitions are
needed. Social interactions are represented as a set
of multiple elements ¢ = {e;;}. This set indicates
how the news is delivered via n different users U =
{uy, u,, ....u,} in the corresponding published text
messages as P = {p,,p,, ... p} at time t. Each
interaction e;; = {u;, p;, t} indicates that the user u;
has sent a message in p; format at time t. When a
message is not yet interactive, t = null and so u;
represents the author of the message. The p,
includes name, id, the number of followers, the
number of friends, the number of lists, and some
other features. The text message c, contains id, text,
the number of retweets, the number of likes and
some other features.

As inputs to the fake news detection system,
news interactions ¢ in social media among 'n’ users
for news ‘a’ are given. The task of detecting fake
news is defined as predicting whether the news
message ‘a’ is part of a fake news item. Equation (1)
describes the problem.

F:€ - {01} )
F@)
_ {1 if 'a’ is part of a fake news
0 otherwise

In equation (1) F is a prediction function [3].

The fake news detection framework proposed in
this manuscript known as fake news detection by
ordered weighted average fusion (FNDOWAF)
consists of three steps: feature selection, pre-
processing and detection. In feature selection, some
of the features are selected from the target dataset
and then preprocessed (e.g., normalization and noise
elimination). Finally, in the detection step, a data
fusion system, consists of a number of detection
components (DCs), determine the probability of a
message being fake. The DCs are trained based on
the training data prepared in the early steps of
making the system. In this manuscript, the presented
method detects fake news in Twitter using a
combination of message features and users profile
features.

As indicated in Fig. 1, inputs to the system are
streams of different tweets produced for some
events. The following steps convert these inputs to a
dataset suitable for the remaining steps of the system
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operation. Initially, all the fake event tweets and the
actual event tweets are collected for the next step as
they are received in a stream form or as a batch file.
Details of the other steps of the proposed method are
as follow.

Message features indicate people's reaction to a
message posted in social media. People's reaction to
fake news is more intense than real news because the
discussions about a fake news context are more
controversial and argumentative [33]. Moreover,
according to the analysis done in [34], verified social
media users are more likely to spread real news. The
users that send more fake news also have fewer
followers and more friends. Because people who
publish fake news need a larger network to publish
more news, they ask for more friends. On the other
hand, users who publish fake news send fewer
messages and people who post real news are more
active in social media.

In order to detect the fake news, in the feature
selection step, a combination of user features and
message features is considered, as illustrated in Fig.
2 and Fig. 3. Table 1 also describes these features
with more details.

Event 1 Event 2 Event k

Streamsof fake Streams of fake Streams of fuke
Iweets Tweets se tweels

Streams of real Sireams of real Streams of real
Tveets [l fweels

Collection of fake Collection of real
tweet streams tweet streams.

p Message and user
E 4
[y profile features

R 2

Preprocessing

S-fold cross validation
= +
)
{ ai aining aining |

hd

Make Training and Test Data by Bagging

. I 2 I

: Train l;lg 1 Train l;a: 2 | ee+ | TramBagn
System -— f - -— I — e

< tanpe, > < Tamde, e TandC, >
t I ¥
v
Pool of DCs
Test Data } IR

¥
01UD

-

Fig. 1. Overview of the FNDOWAF method for the
detection of fake news.
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Fig. 2. A Twitter user profile and major features of the user.

Tweet

- i
I'm very concerned about the sale of .org
wpany. If the Public

y ends up not being
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3K etwoots 47K LiE

Fig. 3. A tweet and major message features.

TABLE I. DESCRIPTION OF SOME OF THE SOCIAL
FEATURES
Feature Description
The The number of users
number of that the twitter user has sent
friends a friend request to them.
The number of users
The .
who have sent a friend
?uI:nber o request for the user on
— Twitter.
The The number of groups
number of and lists in which the user is
lists a member.
The The number of
number of messages a user has posted
statuses on Twitter since joining.
Whether or not a user
is verified of Twitter, which
Verified appears as a blue mark in
the corner of the user's
profile.
The The number of times
number of the message is sent by other
retweets users on Twitter.
The The number of times
number of the message is liked by
favorites Twitter users.

In the preprocessing step, after receiving all the
tweets as a bulk of records, the rows that contain
missing values are deleted, and the data are
normalized. The normalization operation maps all
the values of all the features into [0,1] interval. This
normalization increases the performance of training
the base classifiers known as Decision Components
(DCs) in the fusion system.

In the fusion step, a number of DCs are used.
Each of the DCs estimate the probability of an
incoming tweet being fake. There are some points
about the DCs that should be considered. The
number of DCs is selected heuristically such that a
tradeoff between complexity and accuracy is
obtained [35]. Using more DCs increases the
accuracy and reliability of estimation while fusion
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complexity is increased. On the other hand, the
structure and behavior of the DCs should be different
because using any number of the same DCs does not
improve the accuracy of the fusion system.
Therefore, using diverse DCs is a vital property of
the fusion system [36].

Diversity in DCs is created in different ways
such as using the DCs with different architectures,
structures, and training the DCs with different
training data [37]. In the proposed method, the DCs
are neural networks with different number of layers,
different number of neurons in each layer, different
activation functions and the bagging [38] is used for
training. Therefore, the diversity is guaranteed for
the fusion system. Details of the fusion system are
described next.

The base classifiers in the fusion system (the
DCs in Fig. 1) are multi-layer perceptron with one or
two hidden layers. The number of neurons in the
input layer equals to the number of features selected
from the input dataset as determined in the
experiments section for each dataset. One output
neuron produces an output in the range [0,1] to
determine the probability of the input message being
fake. For training and testing each DC, 70% and 30%
of the input tweets are selected respectively. The
training algorithm uses bagging method to select
training and validation data for each DC to keep
them diverse. After training, the DCs are used in the
fusion system as indicated in Fig. 1.

In the fusion step, OWA fusion method is used.
The OWA method is introduced first by Ronald
Yager [32]. Using OWA as a data fusion method has
a few steps. Input to the fusion system is defined as
a vector X = (x;1.%5.....x,) such that x; is the
output estimate produced by the i** DC.
Corresponding to the vector X, another vector B =
(by.bs. ....b,) is defined such that b; is the it"
largest element in X. A weight vector is also
considered as W = (w;.w,.....w,) such that
Equation (2) holds:

n
Zwl-=1(OSWl-Sl.i:l.Z.....n) @)
=1

The OWA operator with the weight vector W is
defined as a mapping function F such that F: R™ —
R where F is defined by equation (3).

R®=) wh @
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Test Sample

Weighted Sum

Threshold

0/1/UD

Fig. 4. The proposed Data Fusion system architecture

Fig. 5. Output intervals defined for each DC.

The main challenge of the OWA operator is
determining the weight vector [39]. However,
different methods have been introduced to compute
the weights [40] [41]. The way that is introduced in
this paper to compute the weights is described next.
Fig. 4 indicates general structure of the fusion
method used in this manuscript.

In Fig. 4, the output of each DC is x; € [0,1], the
output of the fusion system is the value of mapping
function F € [0,1] and final decision is made by
using a threshold function t € {0,1,UD}. If t =0
then the input sample is not a fake news while T = 1
indicates a fake news. If T = UD 1then, no decision
is made about the input sample, then, it is a
suspicious one and needs more processing. The
threshold function is defined later by details.

In the weight computation section, the input to
the fusion system (X) is divided into three intervals
as indicated in Fig. 5. The first interval I; includes
all the values produced by the DCs that are near 0,
the third interval I5 includes all the values near 1,
and the second interval I, includes all the middle
values.

As indicated in Fig. 5, the output values of each
DC are divided into three sections to be used for the
computation of W. Based on the structure of the

1 Un Decided
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fusion system indicated in Fig. 4, n is the number of
DCs, n, is the number of output values such that
DC; € [Lq,L,], n, is the number of output values
such that DC; € [L,, Ls] and n5 is the number of
output values such that DC; € [Ls, L,]. For each test
sample, all the outputs of the DCs are computed as
vector X. Then, equation (4) is used to compute the
weights in W.

(bi_lq n

X — i .
L2 _ Ll n bl € [Ll LZ]
I b; € [Ly. Ls] )
i L3—L2 n i 2-H3
Ly —b; ns
X — i .
L4 _ L3 n bl. € [L3 L4]

Based on equation (4), the components of W are
computed by normalizing the values of v; by
equation (5).

Ui

Sy ®)

j=1

w; =

In the next section, some experiments are
designed to compare the effectiveness of the
proposed method with respect to some other ones.
One of the fusion methods used for comparison is
majority vote (MV). Fig. 6 indicates the structure of
the MV fusion system by using the DCs.

As indicated in Fig. 6, each DC estimates the
probability of the input tweet being spam. Then, by
using a threshold value, the final decision is made (0
for not spam, 1 for spam, and UD for suspicious).
Finally, a majority vote computes the final decision.
In the next section, some experiments are designed
to indicate the effectiveness of the proposed method
as compared with some others. Details of the
datasets used for the experiments and analysis of the
results are also presented in the next section.

To summarize all the steps in the FNDOWAF,
the pseudocode in Fig. 7 describes the details.
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nC, DC, nC, ese

Test Sample

2
1 1

DCI

v '

Threshald Threshold Threshold Threshold

0/1/UD 0/1/UD 01/UD
X, X, X,

I
0/1/UD
xll

e

¥ o1

Fig. 6. MV fusion system architecture.

Algorithm: FNDOWAF

1-

2-

3-

Load fake news dataset and real news
dataset
Combine the two datasets and make a
complete dataset
Select the most valuable profile and

message features and make the
message

dataset for train and test.
In preprocessing stage, remove the
rows

With missing values, normalize
each

Feature and bring the values to the
range

[0,1].
Select 5-fold cross validation. Select
70%
Of the data randomly for training the
DCs

In each fold and 30% for test.
Select the structure of each DC by
selecting

The number of hidden layers and
the number

Of neurons in each layer randomly.
Parameters

Of the activation functions for these
neurons

Are also selected randomly.
For training each DC, bagging is
used to select

Training data for each DC and the
training is

Done.
For the test samples, OWA weights
are computed
By equation 3 and the output is
produced in the

Fusion system as indicated in Fig.
7 and error
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Is computed.
10- Repeat steps 5 to 10 for all the folds.
11- Average the results obtained in the
folds to
Compute final results.

Fig. 7. pseudocode for the FNDOWAF-.

Il. EXPERIMENTS AND ANALYSIS

In this section, the dataset used for the
experiments is introduced. Then, the results of the
Experiments are analyzed. In the experiments in this
section, the PHEME [6] dataset is used. To prepare
the dataset for the experiments, reputable individuals
and journalists capable of detecting fake news are
selected first, and the news are collected in a variety
of ways. According to the journalist comments, this
news is divided into two categories: fake and real. In
the selected dataset, eight most viewed events are
selected as follow:

» Charlie Hebdo shooting: A terrorist attack
took place on January 1, 2008, by two gunmen at the
Charlie Hebdo comic book office. Two people were
killed and four others were wounded in the shooting.

* Ferguson unrest: August 9, 2014 Citizens of
Ferguson, Michigan, in the United States,
demonstrated after a deadly shooting of a white
police officer by an 18-year-old black boy.

» German wings plane crash: A passenger plane
traveling from Barcelona to Dusseldorf crashed in the
French Alps on March 24, 2015, killing all
passengers and guests. The plane was deliberately
crashed by one of the pilots.

« Gurlitt collection: In November 2014, there
was a rumor that the Bern Museum of Fine Arts was
going to buy a collection of masterpieces from the
son of a Nazi Germany dealer. Eventually, the
museum confirmed the rumor by purchasing a
collection of artifacts.

» Ottawa shooting: On October 22, 2014, a
shooting at a Canadian parliament in Ottawa killed a
Canadian soldier.

* Prince to play in Toronto: On November 3,
2014, a rumor was circulated that Prince (the singer)
played a secret show in Toronto that night. Some
people even attended the concert, but the rumor was
later confirmed.

¢ Sydney siege: On December 15, 2014, a
gunman kidnapped 10 customers and 8 employees by
attacking a Lindt chocolate cafe located at Martin
Place in Sydney, Australia, in December 15, 2014.
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e Putin missing: In March 2015, rumors
circulated about the 10-day absence of Russian
President Vladimir Putin that on the eleventh day,
Putin ended all rumors about his death and illness in
public.

The number of fake and real tweets in each event
is shown in Table 2. As shown in the table, there are
2458 fake news and 4023 real news in this dataset.
By collecting the news in a dataset, there are 6481
news at all. By removing noise and outliers from this
data set, there are finally 6340 news with a tag field
as 1 or O for fake or real respectively.

In the experiments, the value of two parameters
influences the results of the experiments. These two
parameters that are a threshold value and the number
of input features to the experiments, should be
determined.

Basically, the threshold is used to convert the
probability value produced by the DCs, which is in
the interval [0,1], to a decision as {0,1,UD} to
determine that the sample tweet is not spam, is spam,
or is undecided respectively. This is because the
PHEME dataset contains two categories of news that
are labeled as fake or not fake. Therefore, to compare
the output of the proposed method with the actual
value in the dataset, the threshold is used in the
output of the system.

TABLE II. THE NUMBER OF FAKE AND REAL NEWS FOR 8
NEWSWORTHY EVENTS
Fake Real
total
Event news news
Charlie
458 1621
I I T I
Syd.ney 522 699 1221
siege (42.8%) (57.2%)
Ferguson 284 859 1143
unrest (24.8%) (75.2%)
Ottawa 470 420 890
shooting (52.8%) (47.2%)
German
wings 238 231 269
plane (50.7%) (49.3%)
crash
Prince to
. 299 4
T’;'r"’(‘%{g (98.7%) (1.3%) e
Putin 126 112 238
missing (53%) (47%)
Gurlitt 61 77 138
collection (44.2%) (55.8%)
total 2458 4023
(38%) (62%) 6481

In the designed experiments, the structure of the
DCs is neural network, each one with different
number of layers, neurons, activation functions and
different sets of training data to make them diverse
for the fusion system as described in the last section.
The dataset is divided into train, test and validation
parts with 50%, 20% and 30% of the samples
respectively. The train and test parts are used to train
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and test the DCs. The validation part is used to
validate the operation of entire fusion system. For
diversity reason, bagging is used for training the
DCs.

In the next experiments, 30 DCs were trained and
used by the fusion system. For the experiments, not
only the number of layers and neurons in each layer,
but also the type of activation functions is selected
randomly. It should also be noted that the effect of
the number of DCs in the accuracy of the system is
also investigated later in this section. In this
experiment, the output values produced by the DCs
for the sample tweets, are analyzed to determine the
thresholds that separate the fake news from the
others. The results of the first experiment are shown
in Fig. 8.

As illustrated in Fig. 8, most of the values
produced by the system for the fake news are in the
interval [0.38 ... 0.55] while for the real news, these
values are in the interval [0.35... 0.45]. By
comparing these two intervals, it is possible to
exclude from the interval [0.35... 0.55] the
common values for fake news and real news.
Therefore, different interpretations for the intervals
indicated in Fig. 9 is possible to determine fake (1)
and not fake (0) news as follow:

A. [0.38... 0.45]: values less than 0.38 are
mapped into 0 and greater than 0.45 into 1
B. [0.39..0.44]: values less than 0.39 are
mapped into 0 and greater than 0.44 into 1
C. [0.40...0.43]: values less than 0.4 are
mapped into 0 and greater than 0.43 into 1
D. [0.41...0.42]: values less than 0.41 are
mapped into 0 and greater than 0.42 into 1
E. [0.415]: the values less than or equal to
0.415, are mapped into 0 otherwise into 1.

It should be noted that for the output values that
fall inside each of the intervals, no decision is made
and the input sample is marked as undecided (UD).
The main difference in the intervals A-E is the
reliability of the decisions. If the interval A is used
for decision making, which is the widest one, the
samples with the highest reliability are marked as 0
or 1 and the reliability of the decision is also the
highest. In contrast, if the interval E is used, sharp
decisions are made and no samples are marked as
UD, therefore, least reliability is obtained. In
decision making, a moderate interval may be used to
produce reliable decisions while least number of
samples are marked as UD.
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Fig. 8. Distribution of output values of the system for fake
and real New.

In the next experiments, three different metrics
are used to compare the results of the methods used
in the experiments (Precision, Recall, and F1_score).
To compute the values of these metrics, four
parameters are defined. TP? indicates the number of
test samples that are fake news and correctly
classified as fake. TN? indicates the number of test
samples that are not fake news and correctly
classified as not fake. FP* indicates the number of
test samples that are not fake news but incorrectly
classified as fake. FN® indicates the number of test
samples that are fake news but incorrectly classified
as not fake. Equations (6), (7) and (8) compute the
values of the three metrics.

TP

Precision = 75— (6)
TP
Recall = m (7)

F1 S —2x Precision X Recall (8)
->eore = Precision + Recall

Fig. 9 indicates the results of the experiments by
using intervals A-E and the values of the three
metrics.

As Fig. 9 indicates, the proposed method is
compared with the CRF method [6] by using the
intervals A-E. In this Fig., by using each of the
intervals, the value of precision, recall, and F1-score
is more than the CRF method. The difference among
the cases that the intervals A-E are used is the
number of samples that are marked as UD. For the
sharp interval E, no sample is marked as UD and for
all the samples, a 0/1 decision is made while in
contrast, for the widest interval A, maximum number
of samples are marked as UD because maximum
widths interval is used. However, in all the cases, the

2 True Positive

3 True Negative
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FNDOWAF has higher performance than the CRF
method.

Fig. 10 indicates the number of samples that are
marked as UD by selecting any one of the intervals
A-E.

FNDOWAF  FNDOWAF FNDOWAF  FNDOWAF FNDOWAF CRF
(@ (B (« D) )

wprecision Wrecall WF_score

Fig. 9. Precision, Recall and F1_Score with different

thresholds.
CRF (§ D 100
FNDOWAF (f [  so0s
(4)
FNDOWAF (I ) o6
(B)
FNDOWAF (f [ 97.31
©)
FNDOWAF (£ ) o7
(D)
FNDOWAF |} 1) 100

(E)
0 20 40 60 80 100 %

Fig. 10.  Percent of the data marked as UD by using different
thresholds.

As indicated in Fig. 10, by using the sharp
interval (E), no samples are marked as UD. On the
other hand, by using interval A, which is the widest
one, 10.4% of the samples are marked as UD.

In the next experiment, the effect of deleting each
feature from the input sample in the performance of
the FNDOWAF is investigated. The metric that is
used in this experiment is mean square error (MSE)
as computed by equation (9).

1 n
MSE = ;;(di —1)? 9)

In equation (9), n is the number of test samples,
d; is the output value produced by the fusion system
and [; is the actual label of the i** sample (0/1). The
results of the experiment are shown in Fig. 11.

4 False Positive

5 False Negative
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Fig. 11.  Feature elimination with mean square error metric.

i

Fig. 12.  The effect of the number of DCs on MSE.

Evaluating the results in Fig. 11 reveals the fact
that some of the features of the samples dataset have
positive effect (reducing the value of error) while
some others have negative effect (increasing the
value of error) on the output results of the
FNDOWAF method. The seven features in Fig. 11
are numbered 1-7 and labeled as the number of likes,
the number of retweets, the number of followers, the
number of lists, status, the number of friends and
verification. In Fig. 11, removing feature 2 (the
number of retweets) makes maximum increase in the
error. Therefore, this feature has the most positive
effect in error reduction. In contrast, removing
feature 5 decreases the error more than others,
therefore, this feature does not improve the
effectiveness of the method.

In any DF system, the number of components or
decision makers also play an important role in the
DF performance by the time the diversity is
considered. To indicate the behavior of the system
when different number of DCs are used, the next
experiment is designed. Fig. 12 indicates the effect
of increasing the number of DCs on the total error of
the system.

In Fig. 12, the DCs are added one by one from 1
to 40 to evaluate the effect of this number on the
performance of the proposed method. In this
experiment, in each step, a DC is selected and the
number of layers and the number of neurons is
randomly selected with a random activation
function. Then, the DC is trained with the training
data selected by the bagging method to guarantee the
diversity. Moreover, the DCs are trained to have
moderate, not minimum error to have more diversity.
In Fig. 12, it is expected that by increasing the
number of DCs, the error is decreased. But, because
of the randomness in design and selection of DCs
structures and training, in some cases, the error may
increase. Moreover, as the number of DCs is
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increased, it is also expected that the behavior of the
fusion method being smoother.

In the next experiment, the FNDOWAF method
is compared with some other fusion methods. Except
CRF and DTSL, the other methods are implemented
and tested with the data used for FNDOWAF. Fig.
13 uses precision as a metric for comparison as
computed by equation 6. The interval that is used in
this experiment is D which is a moderate one.

In Fig. 13, when no fusion is used, only the
output of a single DC is used for all the validation
samples and the precision is computed. As indicated
by Fig. 13, the proposed method has maximum
precision among the selected methods. Fig. 14
compares the methods by using recall metric
computed by equation (7).

As indicated in Fig. 14, the value of recall for the
proposed method is near the voting and more than
the others. Since in the proposed method, some of
the test samples are labeled as UD because the
interval D is used, a small decrease in recall is
obtained with respect to the voting method. In Fig.
15, F1_score is compared for the selected methods.

No Fusion Voting FNDOWAF CRF

Fig. 13.  Comparing precision of FNDOWAF with other
methods.

CREF _0.76

FNDOWAF '0.4151

Voting Jo.a284

No Fusion Jo.23rs

Recall

Fig. 14.  Comparing recall metric.
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Fig. 15. Comparing F1_score metric

As indicated in Fig. 15, the value of the proposed
method is near the voting and is near the maximum
among the selected methods. Because in the
proposed method, some of the samples are labeled as
UD, a small decrease in the value of F1_score is
seen. These samples are suspicious and it is not
possible to decide about fakeness of them with high
confidence. If more processing is done on such
samples, the value of the metrics shown in Fig. 13,
14, 15 also have more increases for the FNDOWAF.
In general, the FNDOWAF method improved the
precision, recall and F1_Score by 7%, 16% and 13%,
respectively, compared to the CRF method.

As a conclusion, the last experiment, compares
the previous results with a deep learning method ran
on the same dataset.  Table 3 indicates the results
of the three metrics used for comparison. As shown
in this table, the precision of the proposed ensemble
method is higher than the others.

A. Discussion

The experiments in this section are designed in
two categories. In the first category, there are some
experiments that indicate how different parameters
of the proposed method affect the performance. In
the second category, the experiments compare the
results of the proposed method with others.

In the first category of the experiments, the main
parameters of the method that are examined are the
output threshold, the number of DCs, and the
number of features used in the fusion system. As
indicated in Fig. 9, the effect of the threshold used in
the output of the fusion system to make a 0/1
decision is more on recall than precision and F-score.

The effects of different features on the output
results are indicated in Fig. 11. As indicated, some
features have more effects on the results such that by
eliminating them, an increase in the MSE occurs.
The effect of the number of DCs is indicated in Fig.
12. As a general rule, the more the number of DCs,
the lower the value of error. This decrease has a
limit, after that, the error begins to increase again.
Therefore, a moderate value for the number of DCs
should be selected. Moreover, as the number of DCs
is increased, due to the randomness of the structure
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and training of the DCs, in some cases, the error may
increase.

In the second category of experiments, the
method is compared with some other known
methods. Figs. 13, 14, 15 compare the precision,
recall and F1-score obtained by the proposed method
with the others. As seen, these are improved by the
proposed method.

In table 3, the precision of the proposed method
is higher than all the others. Although the two other
metrics are higher for the DTSL method, it should be
noted that the deep learning methods are very
complex and need large amounts of training data
while, their time complexity is also very high. In
contrast, the presented method uses simple base
classifiers and fusion method with lower time
complexity and lower number of training samples.
Another reason that may decrease the values of
recall and f-score is that in the proposed method,
some of the samples may be marked as undecided
that need more processing.

Most studies in the field of fake news detection
have primarily considered content features. If the
fake news was written with the intent to sabotage,
the content features alone may not be able to
accurately detect the fake news. In addition, the
number of content features are high and slows down
the processing. Therefore, in our proposed method,
an attempt has been made to detect fake news with a
smaller number of social context features. These
features indicate the relationship between news and
user features on social media.

TABLE III. COMPARISON WITH EXISTING BENCHMARKS
WITH PHEME
Authors Precision Recall F-score
(%) (%) (%)

Dong et al. [27] 44.20% 77.58% 57.98%
(DTSL)
Zubiaga et al. [6] 46.2% 26.8% 33.9%
(CRF)
Proposed model-No | 48.74% 23.75% 31.93%
Fusion
Proposed model- 52.64% 42.84% 47.23%
Voting
Proposed model- 53.73% 41.51% 46.83%
FNDOWAF

IV. CONCLUSIONS

In this manuscript, an effective method is
introduced to detect fake news in social media. The
news published in social media has features
including news content features, linguistic features,
visual features, and social features. In the proposed
method in this manuscript, the social features of the
news, which include message features and user
profile features are used to detect the fake news.
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The proposed method attempts to detect fake
news by using a fusion method. By using a dataset
from the twitter, for each input sample, which
contains the features extracted from the tweets and
profiles of the users, the proposed fusion system
produces a three valued decision with values 0/1/UD
corresponding to normal, fake or undecided. If the
output value is 0, then the tweet is not fake while if
itis 1, the tweet is labeled as fake and if it is UD, it
means that it labeled as undecided, therefore, more
processing is needed for a final decision making.

Different experiments are designed to indicate
effectiveness of the method with respect to the
selected methods. The metrics that are used for
comparison are precision, recall, f1_scor, and mean
square error. The results indicate an increase in
performance by comparing these metrics. Our future
research will concentrate on using more features and
introducing new fusion methods to increase the
accuracy of the system.
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