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Abstract— People’s influence on their friends' personal opinions and decisions is an essential feature of social networks.
Due to this, many businesses use social media to convince a small number of users in order to increase awareness and
ultimately maximize sales to the maximum number of users. This issue is typically expressed as the influence
maximization problem. This paper will identify the most influential nodes in the social network during two phases. In
the first phase, we offer a community detection approach based on the Node2Vec method to detect the potential
communities. In the second phase, larger communities are chosen as candidate communities, and then the heuristic-
based measurement approach is utilized to identify influential nodes within candidate communities. Evaluations of the
proposed method on three real datasets demonstrate the superiority of this method over other compared methods.
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. INTRODUCTION

With the expansion of various social networks such
as Facebook, Twitter, and Telegram, new methods have
been created to discover and disseminate information.
Influence analysis in social networks is one of the
essential sub-branches of social network mining. Social
influence occurs when a person's beliefs, feelings, and
behaviors are influenced by others, whether
consciously or unconsciously[6]. Businesses utilize
social media to convince a smaller number of users to
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increase awareness and maximize sales to a maximum
number of customers. This issue is typically formulated
as the influence maximization problem. Influence
maximization in social networks can offer magnificent
advantage to many functional applications, such as viral
marketing[7], solving social and political issues[8],
rumor and inappropriate news control[9], plus medical
and bioinformatics problems[10].

As shown in "Fig. 1", the general framework for the
influence maximization problem consists of four
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Fig 1. The basic framework of the IM problem[4]

steps[4]. The required information is collected in the
empirical setup section. The second phase, or seed
selection, is the main part of this problem and seeks to
find influential nodes. In the evaluation section, the
solution is estimated using evaluation criteria, and then,
in the insight section, it is analyzed.

Information propagation on social networks is very
complex. This complexity is due to the significant
number of users and the essential need to consider the
different requirements, restrictions, and the random
character of the social network structure. Therefore,
information diffusion models are utilized due to the
complex structure and mapping of information
propagation in social networks. The Independent
Cascade (IC) model[11] and Linear Threshold (LT)
model[12] are the substantial information diffusion
models.

It has been proven that the influence maximization
problem below the two diffusion models, LT and IC, is
NP-hard [11] .Greedy algorithms are an approximation
solution with a factor of (1 —1/e) to the problem.
However, they are very inefficient due to the simulation
of the propagation process with the Monte Carlo
method. Other approaches to solving the influence
maximization problem include the heuristic algorithms,
which have less time complexity than greedy, but
guaranteeing approximation is challenging.

The community-based approach is another existing
approach that has been more successful than the two
mentioned approaches. In general, this approach
supports parallelism by considering the non-
overlapping construction of the community[13].
However, the accuracy of the approach, which depends
on the structure of the community, can be a challenge.

In this paper, we propose the "CNE-IM" method, a
Community-based method using a  Network
Embedding algorithm, for Influence Maximization. In
summary, the contributions of our work are as follows:

e The high-quality features of each node were
obtained as feature vectors using the node2vec,
a network embedding method.

e By applying the K-Means clustering method to
the obtained feature vectors, potential
communities in the network are identified.
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e Since more nodes are connected in larger
communities, and the selection of influential
nodes in these communities’ spreads
information across the network, larger
communities are selected as candidate
communities.

e The proposed algorithm CNE-IM is tested on
real social networks, and the results show that
this algorithm can achieve better results than
other similar methods in the spread of influence.

The rest of this paper is organized in the following
manner, Section II reviews previous work. Section III
explains the prerequisites of the problem. Section IV
examines the proposed method thoroughly. Section V
evaluates the performance of the proposed method on
two real networks and discusses the results. Finally, the
paper ends in Section VI with a conclusion.

Il.  RELATED WORKS

Existing approaches to finding influential nodes in
social networks can be categorized into simulation-
based, heuristic, meta-heuristic, community-based, and
hybrid approaches. This category is shown in "Fig. 2".

The simulation-based approach's main objective is
to perform Monte Carlo simulations to assess the
influence of 1,,(S) for each S seed set. Proving that the
influence maximization problem is NP-hard, Kamp et
al. [11] presented a greedy approach that approximates
the solution by (1 —1/e) .

The greedy method had a high time complexity, and
for this reason, some researchers, such as Leskovec et
al.[14], presented the Cost Effective Lazy Forward
(CELF) algorithm, and Goyal et al.[15] introduced the
CELF++ algorithm, which has addressed the execution
time dependence issue on the number of graph nodes.
The reported results show that CELF can accelerate the
computational process up to 700 times compared to the
greedy algorithm in the benchmark data set. CELF++ is
an extension of CELF that eliminates unnecessary
Monte Carlo simulations during the first step of CELF.
The Staticgreedy [16] method proposed by Cheng et al.
includes two steps of obtaining the R number of Monte
Carlo snapshots and seed selection, providing high
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Fig 2. Approaches of influential nodes detection. Adopted from[2].

accuracy and scalability. As an alternative to the Monte
Carlo simulation, Borgs et al.[17] presented a reverse
reachable sampling technique for estimating influence
spreads. In this method, first, a hypergraph is created
from the input network, and then the seed nodes are
selected repeatedly based on the highest degree. This
method is mostly theoretically oriented and lacks any
practical application. The Sketch-Based Influence
Maximization (SKIM) [18], Two-phase Influence
Maximization (TIM)[19], Influence Maximization via

Martingales (IMM)[20] and Stop-and-Stare Algorithm
(SSA)[21] are among the other simulation-based
methods.

Heuristic approach methods are faster than
simulation-based algorithms; however, due to the
instability of performance in various networks, there is
no guarantee of accuracy. The Degree Discount [22]
method focuses on the idea that once a node has been
selected as a seed, its neighbors cannot influence it
anymore. Therefore, the seed node is selected, and the
degrees of its neighbors are reduced by one. Chen et al.
[23]proposed a method based on the Local Directed
Acyclic Graph (LDAG) models. In the first step,
LDAGs are calculated, and in the second step, the seed
set is selected by the greedy algorithm. The SimPath
[24] algorithm uses the idea of the CELF method and
utilizes path counting techniques instead of Monte
Carlo simulations. The Shapley Value-Based
Discovery of Influential Nodes (SPIN)[25], IRIE[26],
ASIM[27], and EaSylm[28] methods are among the
other heuristic methods.

Metaheuristic methods often employ evolutionary
computations and swarm intelligence techniques.
Bucur et al.[29] used a genetic algorithm and showed
that a primary genetic operator can estimate an
approximate solution to the problem of influence spread
in a reasonable run time. Jiang et al.[30] developed a
simulated annealing-based algorithm that is 2—3 times
faster than heuristic methods. Lotfi et al.[31] proposed
a method based on the genetic algorithm to find
influential nodes across dynamic networks. In this
method, several graphs are modeled in a specified
timestamp and then find the influential nodes in each of
these graphs. Ma et al.[32] proposed an Evolutionary
Deep Reinforcement Learning algorithm (EDRL-IM).
In this algorithm, the influence maximization problem
is first modeled under the deep Q network (DQN), and
then this model is developed by combining an
Evolutionary  Algorithm (EA) and a Deep
Reinforcement Learning algorithm (DRL).

Community-based influence maximization
algorithms use community detection methods to shrink
the network to the level of communities while
increasing scalability. Wang et al.[33] proposed the
greedy community-based algorithm (CGA) where
networks were subdivided into subnetworks and
influential users were identified across subnetworks.
This method is not appropriate for large data sets. Chen
et al.[34] also, used the community-based approach to
find influential nodes by presenting the community-
based influence maximization (CIM) method. Wilder et
al.[35] also proposed a community-based method called
Approximating with Random walks to Influence a
Socially Explored Network (ARISEN). Li et al. in [36]
investigated the maximization of influence in a
community-based approach by considering the
location. Singh et al.[13] proposed a Community-based
Context-aware Influence Maximization (C2IM)
method that uses a community-based approach to
reduce search disclosure and consider user interest,
examining the effectiveness of seeds. Pourkazemi et
al.[37] proposed a community-based solution called
CNLPSO-SL. In this method, a community detection
method called CNLPSO-DE [38] has been used to
identify potential communities. Then the most
influential nodes have been identified using a semi-
local centrality method. YE et al.[39] proposed a
community-based method Using network embedding
and the clustering algorithm for finding influential
nodes appropriate for large-scale networks. This paper
also presents a basic community-based approximation
algorithm (BCRIM) to find influential people in
communities.

Vafaei et al.[40] method can also be mentioned
among the researchers that have used network
embedding in this issue. They used the Word2Vec
method to extract nodes' structural features and then
used a heuristic method to find influential nodes.

IIl.  PRELIMINARIES

A. Influence Maximization

Definition 1 (influence maximization): The
graph G = (V,E) represents an online social network
with the sets of nodes VV and links E. By defining a
probability function p: E — (0,1) that indicates the
probability of propagation in each bond E, we are
looking for K (K<:|V|) nodes to maximize network
spread. The K nodes are called the diffusion seed. The
influence spread in the network, denoted by oy, is
equal to the number of nodes affected by the set S on
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the diffusion model M. The optimal seed set S* is
defined as (1).

$*=arg max () €Y)

B. Diffusion Models

Diffusion models map the information propagation.
If the node is affected in the diffusion stages, it is active,
and otherwise, it is inactive. Initially, the seed nodes are
involved, and the remaining nodes are inactive. During
the diffusion stages, each node tries to activate its
neighboring nodes, and these steps will continue until
the remaining nodes are activated. The Independent
Cascade model (IC) [11] and Linear Threshold model
(LT) [12] are the commonly-used information
propagation models. In this paper, we utilize an
independent cascade model for mapping information
propagation.

Definition 2 (Independent Cascade (IC) model):
Each activated node has only one opportunity to
change the inactive nodes to active within this model.
The edges' weight is a number between 0 and 1 and
indicates the probability of their activation. The active
node tries to activate that neighboring node at t + 1
with the probability of weight between them.

An example of the information propagation in the
IC model is shown in "Fig. 3". The numbers on the
edges indicate propagation probability, and the red
node indicates the active node.

Definition 3 (Linear threshold (LT) model): For
each node, a threshold 8, is defined, which indicates
the node's desire to obtain a new idea from others. A
larger threshold value means that the node is less likely
to change position. In this method, to activate a node
v, the neighbor's edges' total weight must be greater
than the threshold of the desired node.

C. Monotonicity and Submodularity

The influence maximization problem under IC and
LT diffusion models is NP-hard[11]. The optimal
solution can be approximated if the influence function
has the properties of submodularity and
monotonicity[41]. The function is monotonic if adding
more nodes to the seed set does not reduce its influence
spread. It is also a submodular function if the marginal
gain of influence spread from adding a node to the seed
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set is at least equal to the marginal gain of adding the
same node to the seed superset.

Definition 4 (Monotonicity)[41]: The influence
function o(.) has monotonicity property if o(S) <
o(S)forallSc S cV.

Definition 5 (Submodularity)[41]: The influence
function o(.) has submodularity property if a(S U
vh—o(S)=a(S"U{w}) —o(S") for all Sc§'
Vandv e V\S'.

D. Network Embedding

The network embedding's objective is to extract
nodes' low-dimensional attributes in a way that
preserves the network structure. A vector is created for
each node through network embedding those
topological and structural features are coded in this
vector. In the resulting vector space, node relations can
be obtained through the distance between them[42].

Definition 6 (network embedding): The graph ¢ =
(V,E) represents an online social network, V and E
show the sets of nodes and links, respectively. The
network embedding embeds each node v € V into a
low-dimensional space R?, that is, to learn a mapping
function f;: V —» R"d , where d « V [39].

In the CNE-IM method, we utilize the Node2Vec
[43] method to extract features for each node.
Node2Vec is a Semi-supervised learning algorithm of
network embedding that relies on random walking and
deep learning. In this method, first, two search
strategies, DFS (Depth First Search) and BFS (Breadth
First Search) are used to generate random walks, and a
path of direct and indirect neighbors is generated for
each node. In order to extract the vector of each user, it
utilizes the Skip-Gram[44] model after generating a
number of paths for each user. In the Skip-Gram
method, the probability of seeing the neighbors of a user
depends on the vector of each of them. These steps are
shown in "Fig. 4".

Node2Vec method learns the feature of networks as
a search-based optimization problem and maintains
graph features such as the criteria of centrality and
similarity between nodes by considering the direct and
quadratic neighbors of a node. There are several
advantages to this condition. For example, one can
describe search approaches based on a discovery and
exploitation transaction and interpret the views learned
in a prediction problem[43].
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Fig 4. Steps of Node2Vec method to extract the structural feature vector of each node. Adopted from [1].

E. Semi-local Centrality

Centrality measurements are used as a heuristic
approach for solving the influence maximization
problem. Degree centrality, betweenness centrality, and
closeness centrality are among the criteria of centrality.
The degree centrality criterion is low-relevant, and the
betweenness and closeness centrality also suffer from
the time-consuming. The Semi-local centrality [5]
criterion can be considered a trade-off between the
characteristics of those centrality criteria. It considered
both the nearest and the next nearest neighbors for each
node and is defined as (2) and (3).

0w = > Nw) @
wer (u)

W= Y 0w 3)
wer'(u)

Where I'(u) is the set of nearest neighbors of node
u and N(w) is the number of the closest and the
subsequent nearest neighbors of node w. An example
of the semi-local centrality method is shown in "Fig. 5".

Fig 5. An example network consists of 23 nodes and 40
edges, where node 23 has a more significant influence than node
1, although it has a lower degree than node 1 [5].

IV. PROPOSED METHOD

In this paper, we present a community-based
method CNE-IM for identifying influential nodes in
social networks. The proposed method includes two
phases of community detection and identification of
influential nodes.

In the initial phase, by extracting the features of
each node by the Node2Vec method and applying a
clustering method, communities are identified.
Subsequently, in the second phase, candidate
communities are selected by applying the size criterion,
and a semi-local centrality measure was used for
identifying influential nodes within candidate
communities. Finally, by applying the independent
cascade diffusion model, the information propagation
of these nodes is measured. The block diagram of the
proposed method is shown in "Fig. 6".

A. Community detection based on network
embedding

In this section, we first desire to learn each node's
specific feature. For this purpose, we utilize the
Node2Vec method. We give our dataset, which is in the
form of a social network, as input to the algorithm, and
for each node v, we obtain a d dimensional feature
vector [x;, x5, ..., X4] asoutput.

After obtaining a vector for each node, we cluster
the vectors using the K-Means algorithm. Indeed, by
clustering vectors, we place network nodes in a
different community. Each cluster represents a
community with similar characteristics.

In general, in this section, using the network
embedding and the K-Means clustering method, we
were able to partition the network using the node's
specific feature and detection the communities.

B. Selecting candidate communities

After detecting the potential communities within the
network, a criterion must be used to select several
organizations, followed by selecting the node with the
most influence on candidate communities. Choosing
the largest communities can be one of the leading
measures for selecting candidate communities because,
in larger communities, more nodes are interconnected,
and the selection of influential nodes in these

International Journal of Information & Communication Technology Research


http://dx.doi.org/10.52547/itrc.14.1.38
http://ijict.itrc.ac.ir/article-1-528-en.html

[ Downloaded from ijict.itrc.ac.ir on 2025-11-18 ]

[ DOI: 10.52547/itrc.14.1.38 ]

Volume 14- Number 1 — 2022 (38 -47)

communities will spread information throughout the
network[45]. Therefore, we choose the K largest
communities as candidate communities.

C. Identifying influential nodes within candidate
communities via semi-local centrality

After selecting candidate communities, we are
looking to find influential nodes in selected
communities in this section. For this purpose, we utilize
the Semi-local centrality measure. As stated in section
111, the semi-local centrality considers both the nearest
and the next nearest neighbors for each node to
maximize the influence propagation.

The node with the highest semi-local centrality is
selected as the influential node of each candidate
community. These influential nodes are our seed nodes.
In this way, an effective node is chosen from each
community. Due to selecting one node from each
candidate community, the number of seed nodes and
candidate communities is equal. For the input value K,
representing the number of seed nodes, K candidate
communities are chosen.

After selecting the seed nodes, they are presented as
active nodes to the independent cascade model to map
information propagation and calculate influence spread.

As can be seen in Algorithm 1, in line 1, a Node2Vec
algorithm is applied to the input social network G, and
a d dimensional vector is calculated for each node. A k-
Means algorithm is used in line 2 to cluster the vectors
obtained. In line 3, the obtained clusters are sorted by
size, and k larger clusters in line 4 are selected as
candidate communities. Lines 7 and 8 calculate the
semi-local centrality for each node in the candidate
communities, and the node with the highest semi-local

e

P : -
Applying Node2Vec method s [T =111
on nodes :
\ {} /|« =110
s ™~ &)
Clustering nodes with K-means
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\ J | @ & & ©
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on the IC diffusion model

Fig 6. Block diagram of the CNE-IM method
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Algorithm 1 CNE-IM
Input:
Social network 6 = (V,E)
Dimention d
Size of clusters N
Seed set size K
Output:
Influential nodes and Influence spread of influential nodes

1: Vector-of-nodes « Node2Vec(G,d)

2: Clusters « K-Means(Vector-of-nodes , N)

3: Sorted-Clusters «Sorting Clusters Based on size

4: K-Clusters « Selecting K largest clusters from Sorted-Clusters

5: for each ¢ in K-Clusters:

6: for each nodeinc:

7: Sl (node , Semi-local-Centrality(node))

8: Influential-nodes « Selecting the node with largest Semi-
local-Centrality from SI

9:  end for

10: end for

11: Compute the influence spread of Influential-nodes under I1C

diffusion model

centrality is selected as the influential node for each
community. The influential nodes are given to the IC
diffusion model in line 11. This model returns the
influence spread of influential nodes. So, influential
nodes and their influence spread are obtained in the
algorithm's output.

D. Monotonicity and submodularity properties in
CNE-IM

This section illustrates the monotonicity and
submodularity properties of the proposed CNE-IM
method. According to the previous sections, the optimal
solution can be approximated if the influence function
has the properties of submodularity and monotonicity.
The influence function of the proposed CNE-IM
method is monotonic because each seed node is
selected based on having the most centrality measure
within each community, and definitely each node that
is selected can activate a number of nodes.
Additionally, the proposed method is submodular.
Based on Definition 5, the condition for a function to be
submodular is that the marginal gain of adding a node
to the seed set is at least equal to the marginal gain of
adding the same node to the seed superset. Since in the
proposed method, the nodes in each community are
sorted according to their effectiveness, the first selected
nodes in each community activate more nodes. When
node v € V\S' is added to set S (S € §' < V), it will
increase the influence on the set (S + v) more than the
set (§' + v). Accordingly, as the size of the seed set
increases, the influence spread margin decreases.

E. CNE-IM complexity

CNE-IM time complexity is evaluated by
calculating each step's complexity separately and then
calculating the total complexity. The Node2Vec
algorithm is applied first to the entire network, with
time complexity of O(b?), where b is the graph's
branching factor. The K-Means algorithm is then
applied to the obtained vectors for each node with a
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time complexity of 0(n?), where n is the number of
nodes. The m acquired communities are then sorted in
0O(mlog m) to select k candidate communities. For v
nodes in the candidate communities, a semi-local
centrality measure with complexity O(vl?) is
calculated, where [ is the average degree of the network
and then sorted in O(vlog v) . Overall, the time
complexity of the CNE-IM algorithm is 0(b% + n? +
mlogm +vl? +vlogv) . So, the final time
complexity is O(b?).

V. RESULT AND DISCUSSION

A. Dataset

The CNE-IM was evaluated using Dolphin social
network [46] , Netscience [47] and HEP-physics[25,
37, 48] in the experiments. These social networks are
widely used in various studies in community detection
and influence maximization problems[37, 49-53]. The
details of these networks are summarized in Tablel.

TABLE I. DATASET DESCRIPTION
Number of Number of
nodes edges
Dolphin social 62 159
network
Netscience 1589 2742
HEP-physics 8361 15751

B. Method comparison

For demonstrating the proposed algorithm's
efficiency and effectiveness, three methods were
selected for comparison, which are described as
follows.

1) Degree centrality(DC): This method is widely
used to calculate the influence of nodes in social
networks. In this method, the node with the highest
degree among network nodes is selected as the
influential node.

2) Ranking random(RN): In this method, to select
the specified seed, n nodes are randomly selected from
the network and returned as seeds.

3) Semi-local centrality(SL): This method has
been explained and subsequently selected as the
alternative comparison method to investigate the effect
of community detection on the proposed method.

4) Degree discount (DD) : The degree of the seed
node's neighbors is reduced by one in this method since
it is based on the idea that once a node has been
selected as a seed, its neighbors cannot influence it.

C. Evaluation and Results

For measuring the performance of the proposed
algorithm, an influence spread evaluation metric
employ that uses in influence maximization problem
researches[37, 54-56]. It is defined as (4).

R(A) =2 @)

Volume 14- Number 1 — 2022 (38 -47)

In (4), Considering 4 as an initial set of active
nodes, the V7, and R(A) show the total number of nodes
influenced by A during the diffusion process and the
influence spread, respectively[33].

The experiments’ results of the CNE-IM and
comparative methods to different seed sizes on the first
data set, dolphin, are shown in Table 2 and “Fig. 7. The
probability value of the diffusion model is considered
to be 0.05. As it is clear the proposed method has
competed with the degree discount method and has in
some cases been better. The random method has a
minor spread of influence among the methods, and the
degree and semi-local centrality results are almost
similar. These results are shown schematically in “Fig.
6,” where the x-axis and y-axis denote the number of
seeds and the average number of influence spread,
respectively.

Table 3 shows the evaluation results of the CNE-
IM and other comparative methods based on the
number of seeds on the Netscience network. In this
evaluation, the probability of the diffusion model is
considered to be 0.01. As it is clear, the CNE-IM has
been superior to other methods, which can be seen
Schematically in “Fig. 8”.

Table 4 also shows the evaluation results of the
CNE-IM and other comparative methods based on the
number of seeds on the HEP-physics network. In this
evaluation, the probability of the diffusion model is
considered to be 0.01. In this dataset, Degree centrality,
Degree discount, and CNE-IM are in competition with
each other, and their results are similar. However, the
proposed method has performed better than others, as
shown in “Fig. 9”.

TABLE II. INFLUENCE SPREAD OF DOLPHIN SOCIAL
NETWORK
Number of seed
Methods 1 2 3 4
CNE-IM 2.86 4.44 5.90 7.50
Degree 252 4.06 538 | 6.48
centrality
NI 1.50 3.00 4.30 5.50
random
Sl 262 408 | 538 | 648
centrality
Degree discount 2.62 4.55 6.13 7.05
-9~ CNE-IM
741 -~ DC
RN
6{ o
-o- DD

Average of influence spread

00 05 10 15 20 25 30 35 40
Number of seed

Fig 7. Influence spread of Dolphin social network for
different seed size with p=0.05
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TABLE III. INFLUENCE SPREAD OF NETSCIENCE SOCIAL
NETWORK
Number of seed

LY 5 10 15 | 20 | 25
CNE-IM 7.03 | 14.00 | 19.00 | 25.70 | 30.50
2l 659 | 12.60 | 17.50 | 22.40 | 27.30
centrality

Ranang 303 | 850 | 13.01 | 17.00 | 25.00
random

Semi-local 530 | 10.20 | 15.10 | 20.01 | 26.25
centrality

Degree discount | 6.871 | 12.60 | 18.26 | 23.98 | 29.49

35 1 -~ CNE-M
- DC
0 RN
- 1
? - DD
vs
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v
o
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0
0 5 10 B 0 % 2
Number of seed
Fig 8. Influence spread of Netscience social network for

different seed size with p=0.01

TABLE IV. INFLUENCE SPREAD OF HEP-PHYSICS SOCIAL
NETWORK
Number of seed
WL 5 10 15 20 25
CNE-IM 13.01 | 2003 | 27.21 | 34.14 | 41.01
2y 1210 | 1961 | 2646 | 33.47 | 40.09
centrality
Ranking
e 558 | 1075 | 19.24 | 26.25 | 31.26
Semi-local 1140 | 17.48 | 22.37 | 27.25 | 3213
centrality
Degree 1159 | 19.10 | 26.16 | 32.85 | 40.02
discount

20

Average og influence speared

0 5 10 5 0 %
Fig 9. Influence spread of HEP-physics social network for
different seed size with p=0.01
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Fig 10.  Influence spread of Netscience social network for
the different probability of IC diffusion model with seed
size=30

“Fig. 10” shows the influence spread of Netscience
social network for the different probability of IC
diffusion model. In this experiment, first, a seed set of
size 30 is extracted by CNE-IM on the Netscience
dataset. Then, the influence spread of the seed set is
measured on the IC diffusion model. According to “Fig.
107, in the smaller probabilities, most methods have
similar influence spreads; however, when the activation
probability of edges increases, more users are
influenced. Due to higher probabilities, more influence
paths are activated, and CNE-IM will be able to transfer
influence via these newly discovered paths.

D. Discussion

In this study, community detection obtained from
the combination of network embedding and clustering
positively affects the influence maximization problem.
It has gained positive attention in comparison to other
stated approaches. Rather than exploring the total
network for identifying influential nodes, only selected
candidate communities were surveyed, and
communities that were less likely to have influential
nodes were excluded. This model proves cost-effective
compared to other methods such as degree centrality,
ranking random method, semi-local centrality, and
degree discount that scan the entire network. The CNE-
IM was implemented under the IC diffusion model and
was run on real social networks, where the results show
good efficiency compared to the other approaches.
According to the experiments, the random ranking
method had the worst performance in almost all
datasets, and the degree centrality results were close to
the degree discount results. Because semi-local
centrality is sensitive to the network structure and
suitable for heterogeneous networks, the degree
discount and degree centrality methods are more
effective than the semi-local centrality method, using
the Netscience and HEP-physics datasets. Finally, in
the proposed method, considering the network topology
using network embedding and also identifying
communities accordingly, better results were obtained.
We also proved that the proposed method has
monotonicity and submodularity.
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VI. CONCLUSION AND FUTURE WORK

In this paper, utilizing community recognition
methods based on network embedding and Centrality
measurements, the CNE-IM method was proposed for
identifying influential nodes. First, the specific feature
of each node was initially studied via the Node2Vec
method, and subsequently, by using the K-Means
algorithm, nodes were clustered. Then, the candidate
communities were selected according to the size, and
the semi-local centrality method was used to identify
influential nodes in each selected community.
Experimental results verify the performance of the
proposed method on two networks in comparison to
other algorithms. Furthermore, this method is cost-
effective compared to other methods due to the search
for nodes being limited to selected communities and not
requiring an entire network search.

Regarding the first and second neighbors of each
node, the proposed method considers the influential
users based on the network topology and does not
consider the network content. Content on social
networks provides us with significant information, and
their use can help identify influential people in specific
fields. The application of this method can be seen in the
discussion of advertising and how to make it more
targeted. As our further research work, is to provide a
suitable method in social networks by considering the
content of the network. Furthermore, we will also
investigate the influence maximization problem in
multiple networks. Since users tend to operate on
multiple social networks simultaneously, we can
expand our spread across multiple networks.
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