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Abstract—The equalization of histograms is a simple and efficient process for contrast enhancement. This paper 

presents equalization of the bi-histogram with the level of the entropy-based plateau. In the first step, the input 

histogram is divided into two separate sub-histograms, using the mean brightness as a primary threshold of total image 

pixels. The mentioned threshold is updated in a way that it minimizes the different values of discrete entropy between 

each section. Then, based on the measured plateau value, these sub-histograms are clipped to prevent unnecessary 

enhancement. Finally, the image intensity is stretched based on the cumulative distribution function. Laboratory results 

show that this method gives better outcomes of enhancement, especially in the presence of noise, compared to some two-

section methods of preserving of brightness of the histogram equalization. 
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I. INTRODUCTION1  

Many features of the visual image can be amplified 
through contrast correction. The quality of extracted 
feature vectors might also be affected through contrast 
correction as well. However, the contrast correction 
process would not always lead to the expected result. 
For example, it is possible that the illumination function 
distribution changes in an unacceptable way [1]–[4]. 
One of the most difficult aspects of this field is 
preserving the quality of image’s physical edge. 
Preserving the quality of image physical edge is one of 
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the challenging aspects in this field [5]–[10]. The 
procedure for extracting contrast correction transfer 
function is generally defined based on cumulative 
distribution function of the image. Having too many 
pixels with the same illumination in an image could 
lead to increasing the level of contrast correction 
transfer function, which is known as intensity level 
saturation. 

The methods for image contrast correction are 
generally divided into two groups: global [10]–[15] and 
local [2]–[4], [9], [16]–[22]. One of the major 
disadvantages of the global method is intensity level 
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saturation, which leads to dismissing the image 
information. It also causes the produced image to lose 
its natural quality. Intensity level saturation is often 
controlled by controlling the average illumination level 
of the image[9], [23]–[25]. In other words, it is tried to 
treat the contrast correction in a way to keep the value 
of average illumination intensity of the image constant 
before and after correction. 

The methods which are provided based on the rule of 
preserving illumination tension, at first divide the image 
histogram into two or more sections. Then, the 
histogram equalization process would be carried out for 
each section separately. The discrimination aspect of 
these methods is generally the criteria based on which 
the image histogram is divided. The [5], [25], and[37] 
methods are some samples of the field. Using the mean 
or median of illumination tension value in an image is 
one of the common criteria for dividing the image 
histogram. Another disadvantage of the global method 
is that it amplifies amplifying the noise in the image 
simultaneously. The dominant approach to controlling 
the noise amplification in the image during the process 
of histogram correction is histogram clipping. 
Employing the average illumination intensity in each 
section is the simplest current technique in the field, 
which clips the probability distribution values based on 
the average value of that section. Then, considering the 
clipped value, the probability cumulative function is 
calculated in order to control the contrast. In the new 
approaches to calculating the clipped value, discrete 
entropy used.[1], [24], [38], and[42] can be mentioned 
as an example. In the present paper, the image contrast 
enhancement is done based on three main steps. First, 
the histogram of the input image is calculated and 
divided into two sub-histograms based on threshold 𝑇. 
The threshold 𝑇 is calculated using the average values 
of image total illumination and corrected in a way to 
minimize the different value of discrete entropy 
between each section. Second, to prevent unnecessary 
enhancement, due to the consideration of the measured 
plateau value, the sub-histograms are clipped Third, the 
image intensity is stretched based on the cumulative 
distribution function. This paper is organized as 
follows: in section II, the proposed method is explained. 
In section III the laboratory results are explained, and in 
section IV is devoted to the conclusion.  

II. CLIPPED ENTROPY-BASED BI-HISTOGRAM 

EQUALIZATION 

 
The histogram  ℎ(𝑥)  for intensity 𝑥 , in a given 

image 𝑋is provided as: 

h(x) = nx ,     for   x =  0, 1, … , L −  1 (1) 

Where the number of occurrences of intensity xin the 
image is signified by nx and the brightness gray level is 
signified by L − 1. The following equation is provided 
for the probability density function, p(x). 

p(x) =
h(x)

N
,     for x = 0, 1, … , L − 1  (2) 

Here, Nis the total number of pixels in the image. The 
following equation (3) is presented for the cumulative 
density function, c(x). 

c(x) = ∑ p(k)

x

k=X0

 (3) 

The input image is mapped into the entire dynamic 
range, [X0, XL−1], through the transformation function 
f(x) for the standard histogram equalization by using 
c(x) . The following equation is provided for this 
process. 

f(x) = X0 + (XL−1 − X0). c(x) (4) 

Using equation 4, the output image (Y = {𝑌(𝑖, 𝑗)} ) 
histogram equalization, can be presented as: 

Y = {Y(i, j)} = {f(x(i, j)|∀X(i, j) ∈ X} (5) 

Where (𝑖, 𝑗) is the special coordinate of the pixel in the 
image. 

To describe the methodology of Clipped Bi-
Histogram Equalization, first, the intensity threshold 
(XT) is defined to decompose the input image into two 
sub-images XL  and XU . The primary threshold XT 
defined as the mean value of the total illumination 
image. Next, its value is updated iteratively in a way to 
minimize the different values of discrete entropy 
between each image section. Then two plateau limits TL 
and TU as given in (6) and (7), are defined to clip the 
histograms of two sub-images hL and hU. 

TL =
EL
ET
.

1

XT + 1 
∑hL(k)

XT

k=0

 (6) 

TU =
EU
ET
.

1

(L − 1) − XT
∑ hU(k)

L−1

k=XT+1

 
(7) 

Where 𝐸𝑇  is the input image discrete entropy and 𝐸𝐿 
and 𝐸𝑈 are discrete entropy of XL and XU respectively 
as given in 8. 

Ei(x) = −∑pi(k)log2(pi(k))

v

k=u

,       ∀i ∈ U, L, T (8) 

Where u  and vare the minimum and maximum gray 
level, respectively, of the image X. Next, in order to 
control the enhancement rate of contrast enhancement, 
sub-histograms hL  and hU  are clipped as given in (9) 
and (10). 

hcL(x) = {
hL(x)   if hL(x) ≤ TL
TL         if hL(x) > TL

 (9) 

hcU(x) = {
hU(x)   if hU(x) ≤ TU
TU         if hU(x) > TU

 (10) 

Then, pcL(x)  and pcU(x) , the probability density 
functions for two sub-images XL and XU are calculated 
by: 

pcL(x) =
hcL(x)

NL
,     for x = 0, 1, … , XT (11) 

pcU(x) =
hcU(x)

NU
, 

                            for x = XT + 1, XT + 2,… , L − 1  
(12) 

𝑁𝐿  and 𝑁𝑈  are the total number of pixels intwo sub-
images 𝑿𝐿  and 𝑿𝑈  respectively. Next, the respective 
cumulative density functions for 𝑿𝐿  and 𝑿𝑈  are 
defined by using (13) and (14). 
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ccL(x) = ∑ pcL(k)

XT

k=X0

 (13) 

ccU(x) = ∑ pcU(k)

L−1

k=XT+1

 (14) 

The transformation function f(x) for the clipped bi-
histogram equalization is given by the following 
equation. 

f(x) = {
X0 + (XT − X0). ccL(x)

XT+1 + (XL−1 − XT+1). ccU(x)
 (15) 

The above transformation function does not 
preserve edges of the image. To preserve edges, the 
guided filter was introduced by [5] as an edge-
preserving smoothing operator. A guided filter is an 
explicit image filter derived from a local linear model 
considering the content of a guidance image [8]. So, the 
equation 15 modified as bellow. 

 

λ(x) = {
1 − μ                          for  â(x) < 𝜇
(1 − kμ) + k ∗ â           otherwise

 

â(x) =
σ2(x)

σ2(x) + ε
 

(17) 

Where 𝑘 is the sharpening parameter, which indicates 
the degree of sharpness. 𝜇 is the average of 𝑎̂(𝑥) of the 
entire image. It is noted that 𝑎̂(𝑥) has a high value in 
the edge region and low value in the flat region, and 
σ2(𝑥) is the local variance of the input image in the 
guided filter window. The following algorithm clarifies 
the proposed approach. 

The proposed algorithm 

1. Obtain the image X 

2. Divide the histogram into two sub 
histograms 

a. Calculate the primary value of 
the intensity threshold (XT) 
based on the mean value of the 
image total illumination. 

b. Create an image histogram. 

c. Divide the histogram based on 
XT into two sub-histograms. 

d. Compute the discrete entropy for 
each sub-histogram  

3. Repeat step 2 until the difference in 
discrete entropy for each sub-histogram 
is minimized. 

4. Calculate the probability distribution 
function (PDF) for each sub-section. 

5. Calculate the plateau threshold for 
clipping PDF for each sub-section. 

6. Clip the PDF of each sub-section by the 
plateau threshold. 

7. Calculate the cumulative distribution 
function for each sub-section (CDF). 

8. Calculate the transfer equalization 
function. 

. 

 

      

      
Figure 1.  Samples of USC-SIPI dataset [51]. 

III. LABORATORY STUDY 

To evaluate the proposed method, eight other 
methods have been implemented for comparison. They 
are FPH [43], MMHE [44], WHE [45], AGCgw [46], 
AGClw [46], EEBHE [47], WCOGC [48], AGCHE 
[49], FHEW [50]. Additionally, the USC-SIPI dataset 
[51] was used for validation. Figure 1 shows samples of 
the mentioned dataset.  

To evaluate the quality of the proposed approach, 
Shannon Entropy, Contrast to Noise Ratio (CNR) [52], 
Homogeneity, Perceptual Sharpness Index (PSI) [53] 
and Perceptual Image Quality Evaluator (PIQUE) [54] 
were used. Shannon entropy, as a no-reference-based 
metric measures the level of existing details in the 
image. Shannon entropy is shown in equation 18. 𝑃(𝑖) 
is the probability of the 𝑖𝑡ℎ   illumination in this 
equation . 

f(x)  =

{
  
 

  
 

X0 + (XT − X0). {ccL(x) +

[
X − X0
XT − X0

− ccL(x)]. λ(x)}

  XT+1 + (XT+1 − XL−1). {ccU(x) +

[
X − XT+1

XL−1 − XT+1
− ccU(x)]. λ(x)}

 (16) 
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(18) 𝐸 =  −∑𝑃(𝑖)

255

𝑖=0

 × 𝑙𝑜𝑔2(𝑃(𝑖)) 

The contrast-to-noise ratio is a reference-based 
metric with characteristics similar to the signal-to-noise 
ratio (SNR) that can evaluate the contrast level of an 
image relative to the noise level. The SNR value 
increases as the signal level increases. In the image, the 
signal level is proportional to the brightness level. As a 
result, for a washed-out image, the SNR value will be 
high due to high brightness values. Therefore, SNR 
cannot be used to control image quality. CNR is 
calculated according to equation 19, where 𝜇𝑖  is the 
average value of the image, 𝜇𝑟𝑒𝑓   and 𝜎𝑟𝑒𝑓  are the 

average brightness and standard deviation of the 
reference image, respectively. 

(19) 𝐶𝑁𝑅 = 𝜎𝑟𝑒𝑓
−1 (𝜇𝑖 − 𝜇𝑟𝑒𝑓) 

The homogeneity metric determines the probability 
that the illumination intensity of the pixels in the image 
is the same. High values of this metric indicate that the 
resulting image is more uniform. In other words, the 
process noise in image processing was negligible. 
Because if the aforementioned noise is effective, then 
noise values will reduce the homogeneity metric level 
by changing the images and causing small amount of 
reduction in the brightness values of the image pixels. 
Equation 20 shows the calculation of the homogeneity 
metric. In this equation, 𝑝(𝑖, 𝑗) is the brightness of the 
pixel at (𝑖, 𝑗) coordinates.  

(20) 𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 =∑
𝑝(𝑖, 𝑗)

1 + |𝑖 − 𝑗|
𝑖,𝑗

 

PSI is a metric for measuring image resolution 
based on its local gradient and is consistent with human 
perception. Equation 21 provides the aforementioned 
metric. 𝑤𝑢𝑝(𝑥, 𝑦)  is the distance between the edge 

extracted from the image at the location (𝑥, 𝑦)  relative 
to the coordinates of the local maximum values 
𝐼𝑚𝑎𝑥(𝑥, 𝑦) . In a similar way, 𝑤𝑑𝑜𝑤𝑛(𝑥, 𝑦)  is also 
defined as the distance between the edge extracted from 
the image at the location (𝑥, 𝑦)  relative to the 
coordinates of the local maximum values 𝐼𝑚𝑖𝑛(𝑥, 𝑦). 
Also, ∆𝜑(𝑥, 𝑦 ) is the direction of the local gradient 
vector. 

(21) 

𝑃𝑆𝐼 =

{
 

 𝑤(𝑥, 𝑦) −
𝐼𝑚𝑎𝑥(𝑥, 𝑦) − 𝐼𝑚𝑖𝑛(𝑥, 𝑦)

𝑤(𝑥, 𝑦)
             

                                                  𝑖𝑓 𝑤(𝑥, 𝑦) ≥ 3

 𝑤(𝑥, 𝑦)                                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑤(𝑥, 𝑦) =
𝑤𝑢𝑝(𝑥, 𝑦) − 𝑤𝑑𝑜𝑤𝑛(𝑥, 𝑦)

cos (∆𝜑(𝑥, 𝑦))
 

The PIQUE metric was chosen to evaluate the 
amount of distortion in the image regardless of the 
reference of the results based on human perception. 
This measure focuses on the salient regions of the 
image. In other words, in calculating this metric, the 
image is first divided into salient regions. Then, for 
each highlighted region, the mentioned metric is 
calculated locally. The final result is obtained by 
summing up the local results. Equation 22 provides the 
PIQUE calculation formula. 𝑁𝑆𝐴  is the number of 

salient regions, 𝑣𝑏𝑙𝑘  and 𝜎𝑏𝑙𝑘  are the variance and 
standard deviation for each highlighted region, 
respectively. In addition, 𝜎𝑐𝑒𝑛 and 𝜎𝑠𝑢𝑟 are the standard 
deviation of the central part and the peripheral parts of 
the mentioned region, respectively . 

(22) 

𝑃𝐼𝑄𝑈𝐸 =
(∑ 𝐷𝑆𝐾) + 1

𝑁𝑆𝐴
𝐾=1

(𝑁𝑆𝐴 + 1)
 

𝐷𝑆𝐾

= {

1      𝑖𝑓 𝜎𝑏𝑙𝑘 > 2𝛽 𝑎𝑛𝑑 𝜎𝑝𝑞 < 𝑇

𝑣𝑏𝑙𝑘                           𝑖𝑓 𝜎𝑏𝑙𝑘 > 2𝛽
1 − 𝑣𝑏𝑙𝑘                      𝑖𝑓 𝜎𝑝𝑞 < 𝑇

 

𝛽 =
| 
 𝜎𝑐𝑒𝑛
 𝜎𝑠𝑢𝑟

− 𝜎𝑏𝑙𝑘|

max ( 
 𝜎𝑐𝑒𝑛
 𝜎𝑠𝑢𝑟

, 𝜎𝑏𝑙𝑘)
 

The evaluation results were repeated on 49 images 

of the dataset. Two points are important in this 

experience. 1) The nature of the images in the dataset 

is quite different. Different results are due to the 

difference in the nature of the evaluated image. 2) 

Since each of the evaluation metrics measures the 

quality from its own perspective, it is necessary to 

calculate the resultant evaluation for the final ranking 

of the compared methods on each image. For any 

selected image, the desired resultant evaluation is the 

average performance rank of each method for any 

aforementioned metric. It should be mentioned that 

rank selection for evaluation, which is partially affected 

by the characteristics of the image, and has less impact 

on the final evaluation, helps to make significant 

differences in obtaining or not obtaining the result. As 

a result, the reference-evaluation of the unique features 

of each image that is reliable from a public perspective 

should be reported. After averaging the resulted ranks 

on all images of the dataset, the final rank is reported 

in Table 1. 

TABLE I.  RANKING OF THE PROPOSED METHOD ALONG 

WITH OTHER METHODS 

Method 

Rank on 

noise free 

images 

Rank for 

Gaussian 

noise = 0.1 

Rank for 

Gaussian 

noise = 0.3 

Rank for 

Speckle 

noise = 0.1 

Rank for 

Speckle 

noise = 0.3 

FPH [43] 5 5 7 6 8 

MMHE [44] 6 6 3 3 5 

WHE [45] 10 10 9 10 9 

AGCgw [46] 9 3 6 7 6 

AGClw [46] 7 2 1 5 4 

EEBHE [47] 2 7 5 2 2 

WCOGC 

[48] 
8 4 4 4 1 

AGCHE [49] 3 9 10 8 7 

FHEW [50] 4 8 8 9 10 

EBHE 

(Proposed 

method) 

1 1 2 1 3 

In order to explain the results, two samples from 

the aforementioned dataset have been examined. 

Figure 2 compares the illumination correction results 

for the proposed method on an aerial image of a location 

with other methods. Also, the quantitative results of this 

comparison are presented in Table 2. Studying the table 
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shows that the proposed method ranks 2nd, 1st, 3rd, 3rd, 

and 4th in terms of entropy, PSI, PIQUE, CNR, and 

homogeneity. Also, in terms of running speed, the 

algorithm rank of the proposed method is 6th. 

Figure 3 compares the illumination correction 

results for the proposed method on an aerial image of 

an aircraft with other methods. Also, the quantitative 

results of this comparison are presented in Table 3. 

Studying the table shows that the proposed method 

ranks 2nd, 1st, 1st, 4th, and 1st in terms of entropy, PSI, 

PIQUE, CNR, and homogeneity. Also, in terms of 

running speed, the rank of the algorithm of the 

proposed method is the 4th. 

TABLE II.  RESULTS OF COMPARING THE EVALUATION CRITERIA OF THE PROPOSED METHOD WITH OTHER METHODS ON NOISE-
FREE IMAGE SAMPLE NUMBER 1 

 Noise free image Noisy image 

with Gaussian noise 

variance = 0.1 

Noisy image 

with Gaussian noise 

variance = 0.3 

Noisy image with 

impulse noise 

amplitude = 0.1 

Noisy image with 

impulse noise 

amplitude = 0.3 
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Figure 2.  Visual comparison of illumination correction methods for noisy image sample number 1 
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Figure 3.  Visual comparison of illumination correction methods for noisy image sample number 2. 
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IV. CONCLUSION 

The purpose of this paper was to investigate the 

equalization of the bi-histogram with the level of 

entropy-based plateau. Firstly, through the application 

of the mean brightness as a primary threshold of total 

image pixels, the input histogram is divided into two 

separate sub-histograms. Secondly, the mentioned 

threshold is updated so that it minimizes the difference 

value of discrete entropy between each section. 

Secondly, to prevent unnecessary enhancement by the 

consideration of the measured plateau value, the sub-

histograms are clipped. Finally, the image intensity is 

stretched based on the cumulative distribution 

function. Comparing with other two-section methods 

of preserving brightness of the histogram equalization, 

the laboratory results show that the proposed method 

produce better enhancement results, especially in the 

presence of noise. 
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