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Abstract—Sentiment analysis of online doctor reviews helps patients to better evaluate and select the related doctors
based on the previous patients' satisfaction. Although some studies are addressing this problem in the English language,
only one preliminary study has been reported for the Persian language. In this study, we propose a new evolutionary
deep model for sentiment analysis of Persian online doctor reviews. The proposed method utilizes both Persian reviews
and their English translations as inputs of two separate deep models. Then, the outputs of the two models are combined
in a single vector which is used for deciding the sentiment polarity of the review in the last layer of the proposed deep
model. To improve the performance of the system, we propose an evolutionary approach to optimize the hyper-
parameters of the proposed deep model. We also compared three evolutionary algorithms, namely, Ant Colony
Optimization (ACO), Genetic Algorithm (GA), and Gray Wolf Optimization (GWO) algorithm, for this purpose. We
evaluated the proposed model in two phases; In the first phase, we compared four deep models, namely, long short-
term memory (LSTM), convolutional neural network (CNN), a hybrid of LSTM and CNN, and a bidirectional LSTM
(BiLSTM) model with four traditional machine learning models including Naive Bayes (NB), decision tree (DT), support
vector machines (SVM), and random forest (RF). The results showed that the BiLSTM and CNN models outperform
other methods, significantly. In the second phase, we compared the optimized version of two proposed bi-lingual models
in which either two BiLSTM or two CNN models were used in parallel for processing Persian and English reviews. The
results indicated that the optimization of the CNN using ACO and the optimization of BiLSTM using a genetic algorithm
can achieve the best performance among other combinations of two deep models and three optimization algorithms. In
the current study, we proposed two deep models for bi-lingual sentiment analysis of online Persian doctor reviews.
Moreover, we optimized the proposed models using ACO, genetic algorithm, and gray wolf optimization methods. The
results indicated that the proposed bi-lingual model outperforms a similar model using only Persian or English reviews.
Also, optimizing the parameter of proposed deep models using ACO or genetic algorithms improved the performance
of the models.
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l. INTRODUCTION

The medical domain has attracted the attention of
researchers in the natural language processing and
data mining community [1]. In addition to the
existing English websites, several online platforms
have been provided for Persian-speaking users to
interact with various medical fields. With the advent
of social media, patients have the opportunity to
express their opinions about doctors online. These
platforms provide information such as the
characteristics of specialists close to the user, the type
of insurance they accept, the distance to the user, the
percentage of patients who recommend the doctor, as
well as patient opinions [2]. Extracting and analyzing
the sentiment provided in user reviews can help other
patients who are interested in finding out how much
a physician cares about the treatment process of their
patients. In addition, physician referral systems may
use such information to assist patients in selecting the
appropriate physician to treat their disease [3].

Due to its special medical features, opinions
expressed in medical reviews have become an
attractive source of information for sentiment
analysis research [2]. However, textual information
extracted from medical-related websites is more
complex than in other fields because of the special
medical terms and abbreviations used. Another
problem in dealing with medical reviews is the
indirect expression of sentiment [4]. In addition, the
high lexical diversity and special terms make the
analysis of medical sentiment more challenging [5].

Generally, there are two types of medical reviews
on social media, including drug reviews and online
doctor reviews. Drug reviews are written texts that
describe various aspects of drug use such as side
effects, price, and effectiveness [2]. Online doctor
reviews are usually written by patients who want to
express their opinion about the doctor or the
treatment process they have experienced. These
reviews may be used as the first step in finding a new
doctor for patients. There are some similarities
between drug reviews and online medical reviews.
For example, both are typically written by non-
professional users and also describe the user
experience with the environment and the medical
field. However, experience has shown that online
medical reviews have fewer technical terms and are
shorter [6].

Some studies addressed the problem of sentiment
analysis for drug reviews and online doctor reviews
written in English and other resource-rich languages
in the literature [5], [7]. However, for the Persian
language which is the 8th language of the Web
concerning the content used in the Web and has the
6th market position in terms of popularity and traffic
compared to the most popular content languages [8],
there are few studies addressed the problem of
medical review sentiment analysis. This motivated us
in the current study to investigate the problem of the
Persian language.
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Because among Persian websites, there are more
platforms for users to express their feelings and
sentiment about doctors than drugs, in this study, we
analyze online medical doctor reviews written in
Persian. The results of this analysis may be used in
doctor recommender systems as well as doctor
ranking and retrieval systems. However, sentiment
analysis in the Persian language has several problems
such as a lack of resources, structural complexities,
and informal language used in Persian social media
[9]. These problems may be addressed using either
traditional machine learning and natural language
processing techniques, or deep neural models [10]. In
the current study, due to their power of solving
different NLP problems, we preferred to address
these problems by proposing a deep bi-lingual model
for sentiment analysis of online doctor reviews
optimized by evolutionary algorithms.

To the best of our knowledge, only one study has
analyzed the sentiment of Persian online doctor
reviews [11]. They introduced the first online doctor
review dataset for the Persian language, PODOR, and
proposed a deep model for sentiment analysis of its
reviews. PODOR contains 700 reviews written in
Persian. To improve this study, we performed the
following tasks:

* We added 300 more Persian reviews to the
PODOR.

* We added the English translation of all 1000
reviews to the dataset to make the bi-lingual analysis
of the reviews possible.

» We proposed two bi-lingual deep models in which
both the English and Persian texts of reviews were
used as the input of the system.

* We proposed an evolutionary method for
optimizing the hyper-parameters of deep models and
compare three evolutionary algorithms for this task.

Il.  RELATED WORK

Several studies have addressed the problem of
sentiment analysis in medical domains. This section
briefly reviews some of the most related studies in the
literature. A more detailed review of medical
sentiment analysis may be found in [12], [13].

In [6], a hybrid method called Sentihealth was
presented to create a health-specific lexicon that used
a bootstrapping-based method for effectively
classifying and scoring health-related users'
sentiments. They used N-gram features and
compared their method with classical information
retrieval methods including mutual information and
information gain and showed that their method
outperforms other methods in terms of both accuracy
and F-measure.

In [14], the amount of patients' satisfaction was
analyzed using feedback on physicians' performance.
The authors proposed a method to predict the
performance ranking in terms of knowledge and
usefulness. To this aim, they tried out convolutional
neural networks (CNN) with different loss functions
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and optimization algorithms. They analyzed about
35000 reviews of more than 1000 physicians and
reported an accuracy of 93% for binary classification
of reviews.

In [3], a new healthcare recommender system
called iDoctor was developed. This method was
based on matrix factorization and used Sentiwordnet
3.0 [3], [15]. Also, it utilizes a topic model-based
method to find the distributions of user preferences
and doctor features. In the sentiment analysis part of
their method, the authors proposed an emotion-aware
method for specifying emotional offset [3].

In [16], researchers developed a new lexicon
based on wvarious areas, including diseases,
symptoms, drugs, human anatomy, and medical
terms. They applied various machine learning
methods to the extracted lexicon. Specifically, they
proposed a distributed framework in which long
short-term memory (LSTM) neural network was
utilized to predict the moods of cancer-affected
patients from their tweets. They constructed a dataset
and evaluated their method on this and two existing
datasets.

In [17], [18], a deep learning approach was
proposed to categorize the emotion of patients toward
the hospital, before, during, and after leaving it. In
this study, the authors used the SenticNet framework
[18] emotion category and labeled their dataset using
SenticNet. They compared different deep models
with three traditional machine learning algorithms
including support vector machines (SVM), logistic
regression, and multinomial naive Bayes, and
showed that the combination of the gated recurrent
unit (GRU) and CNN achieves the best performance
among the others.

In [19], the authors proposed a text mining
approach based on LDA to process online doctor
reviews. Specifically, they tried to find different
factors of patient satisfaction toward the United
Kingdom's healthcare services. They focused on
what patients like and what they dislike during their
treatment process. The results showed that hospital-
related factors including location, environment, and
parking as well as doctor-related factors including
knowledge and attitude are the most determinants of
patient satisfaction while their treatment experience
and staff bedside manners are the most concerning
factors for the patients [19].

In [5], two different datasets were extracted from
the social web to determine the best way to analyze
the sentiment of Spanish users’' comments in the
medical domain. They applied supervised learning
methods such as support vector machine (SVM) and
compared the results with a lexicon-based method. In
this study, both drug reviews and doctor reviews were
analyzed. The results showed that drug reviews are
more difficult to classify than doctor reviews and this
is due to the linguistic differences between the two
types of reviews.
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In [20], a text mining method based on LDA is
used to extract the topics of collected online doctor
reviews from a Chinese online health platform. In this
study, more than 500000 reviews of about 75000
Chinese doctors were analyzed. The results showed
that the most frequent topics were the experience of
finding doctors and doctors’ technical skills and
bedside manner.

In [21], the authors presented the first Russian-
language textual corpus of drug reviews. They
proposed an XLM-RoBERTa model for extracting
entity relations and compared their method with four
machine learning models including Logistic
regression, SVM, multinomial naive Bayes, and
gradient boosting. The results showed that a state-of-
the-art accuracy level for the task of pharmacological
entity relation identification in the Russian language
can be achieved using the proposed transformer-
based model.

Finally, in [11], the authors introduced the first
Persian dataset of online doctor reviews and proposed
a deep learning model for sentiment analysis of its
reviews. They showed that their deep model
outperforms traditional machine learning methods.
The main restrictions of this study are the use of only
Persian reviews and their proposed deep model which
has not been optimized. In the current study, we will
address this research gap by adding the English
translation of the reviews and by utilizing
evolutionary algorithms for optimizing the hyper-
parameters of the models. An overview of the above-
mentioned studies is shown in Table 1.

I1l.  CONTRIBUTION AND NOVELTY

As we pointed out in the introduction, only one
study addressed the problem of sentiment analysis of
Persian online doctor reviews [11]. In their study, the
authors introduced the first online doctor review
dataset for the Persian language, PODOR, containing
only Persian reviews. They also proposed a deep
model for sentiment analysis of the reviews. The
differences between our current study and that
mentioned study [11] are as follows.

First, we augment the PODOR dataset by adding
300 more Persian reviews which made the total
number of reviews 1000. Then, we translated all 2000
reviews into English and then to the dataset which
makes the bi-lingual study of online doctor reviews
possible. Furthermore, we proposed bi-lingual deep
fusion models for sentiment analysis of this dataset.
Finally, we proposed a meta-heuristic optimization
approach for optimizing the hyper-parameters of the
proposed deep models. This step, to the best of our
knowledge, is conducted for the first time in deep
sentiment analysis of the Persian language. In this
step, we compared two swarm intelligence methods
namely ant colony optimization (ACO) and gray wolf
optimization (GWO) methods with genetic
algorithms (GA).

In the domain of bilingual Persian sentiment
analysis, there are several studies in the literature. For
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example, in [27], a transfer learning method based
on bilingual embedding was proposed to compute
the sentiment polarity of two English and Persian
customer review datasets. They compared their
model with CNN and LSTM and showed that their
model achieves a better performance provided that
a cross-lingual embedding is available.

TABLE I. AN OVERVIEW OF RELATED STUDIES FOR
MEDICAL REVIEW SENTIMENT ANALYSIS.
Ref. Year Language Method
[6] 2016 English Lexicon-based
[22] 2016 English Deep learning
[23] 2016 Chinese ML
[3] 2017 English ML
[16] 2019 English Lexicon-based
[5] 2019 Spanish ML
[11] 2020 Persian Deep
[24] 2021 English ML
[25] 2022 English Deep
[26] 2022 Russian Deep

In [28], a similar cross-lingual model was
proposed for Persian sentiment analysis. They
used the VecMap method to align English and
Persian word embeddings in a joint space. They
evaluated the method on a restaurant review
dataset and showed that without using a Persian
training dataset, their method achieved acceptable
results.

There are two main differences between these
two models and our proposed model. First, the
focus of our method is on the optimization of the
hyper-parameters of the proposed deep models
using an evolutionary approach. Second, our
method learns the word embeddings from the
provided dataset while those two methods tried to
find a joint space between English and Persian
word embeddings. The reason for learning the
word embeddings from the training dataset and not
relying on the existing English word embedding is
that our model is proposed for a special domain
(i.e. medical reviews) and general word
embeddings like those used in the two above-
mentioned studies are not as accurate as a learned

IV. DATA AND PROCESSING

A. Data Set

In [11], a new dataset of Persian online doctor
reviews, PODOR, was introduced for the first time.
PODOR contains 700 manually gathered reviews
from nobat.ir website. In the current study, we
manually downloaded 300 more Persian reviews
from the same website and added them to PODOR.
Moreover, we added the English translations of all
1000 reviews to the dataset and named the new
dataset, PODOR?2. Each review in PODOR?2 includes
the unique ID of the doctor, the comment text in
Persian, the comment text in English, the date of
submission, and the comment label which is a binary
number indicating the sentiment polarity of the
review. Each review was manually labeled. The
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distribution of the positive and negative reviews in
PODOR2 can be seen in Fig. 1.

Fig. 2 shows the distribution of review lengths in
word count for the PODOR?2 dataset. As shown in
Fig. 2, the largest number of reviews belongs to the
category of length 10 to 20 words with 329 reviews.
The lowest number of reviews belongs to the
category of 40 to 50 with 49 reviews. In addition, the
average length of all reviews is 22.2 in terms of their
number of words. A comparison between PODOR
and PODOR2 datasets is shown in Table 2. It should
be noted that, in the first version of the dataset, we
used the rates provided on the website besides the
reviews. Specifically, we considered reviews with a
score of 5 as positive and those with a score of 2.5 or
0 as negative. In the second version of the dataset, we
labeled the dataset manually to increase the accuracy
of the labeling process. Therefore, the distribution of
positive and negative reviews in the PODOR2 dataset
has been changed in comparison to the PODOR
dataset. Both versions of the dataset are available at
https://github.com/mebasiri/ODR.

u Positive

689 Reviews

= Negative

Figure 1. Distribution of positive and negative reviews in
the PODOR?2 dataset.
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Figure 2. Distribution of comments in the PODOR?2 dataset in
terms of length by word count.
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TABLE II. COMPARISON OF PODOR AND PODOR2
DATASETS
Parameter PODOR PODOR2
Per. Eng.
Total number of 700 1000 1000
reviews
Number of positive 273 689 689
reviews
Number of negative 427 311 311
reviews
avg word 21.67 22.22 24.25
avg sentence 2.3 1.62 2.56

V. DEEP BI-LINGUAL MODELS

Deep bilingual models, which are alternatively
referred to as multilingual or multilingual neural
machine translation (NMT) models, belong to the
realm of artificial intelligence. These models possess
the capability to translate text between two or more
languages proficiently. Their purpose lies in
acquiring a comprehensive understanding of the
relationships and patterns within the data across
multiple languages concurrently. A notable benefit of
deep bilingual models is their aptitude for
transferring knowledge across languages. Through
the combined training on multiple language datasets,
these models can acquire shared representations and
enhance translation quality for various language
combinations. A prominent characteristic of deep
bilingual models involves the utilization of recurrent
neural networks (RNNSs) or transformer models.
RNNs, including long short-term memory (LSTM) or
Gated Recurrent Units (GRUs), have gained
significant popularity in tasks involving sequences,
such as machine translation. On the other hand,
transformer  models  employ  self-attention
mechanisms that enable parallel processing and
capture overall interdependencies [27].

In this study, to create bi-lingual models, the
neural layers of each language are constructed

Volume 16- Number 1 — 2024 (42 -54)

independently of each other. Then, their output is
merged and the final output is obtained. The
performance of deep neural models is optimized
using meta-heuristic algorithms. We divided our
study into two phases; in the first phase, we evaluated
four deep models, namely, long short-term memory
(LSTM), three layered convolutional neural networks
(3CNN), a hybrid of LSTM and 3CNN, and a
bidirectional LSTM (BiLSTM). In the second phase,
based on the results of the previous phase, we
proposed two bi-lingual models. Specifically, the
BiLSTM and 3CNN which outperformed LSTM and
3CNN-LSTM are selected to form the bi-lingual
models as follows.

A Bi-LSTM-2 Model

The first model we introduce is called Bi-LSTM-
2, shown in Fig. 3.

This model has two inputs for Persian and English
text, respectively. It should be noted that each of these
inputs was preprocessed as we described in the data
pre-processing section. The inputs are independently
passed to word embedding layers. Then, the outputs
of embedding layers are sent to the Bi-LSTM layers
whose number of units is determined by meta-
heuristic algorithms. In the BIiLSTM layer, every
LSTM unit consists of a memory cell ¢, which
preserves its state over arbitrary time intervals, and
three non-linear gates including an input gate i;, a
forget gate f;, and an output gate o;.

The output of the BILSTM layer at time ft,

Rt g 18 COMputed according to (1):

R S—

thiLSTM = [htLSTM' h fLSTM] (1)

Where h; ... and h . are forward and

backward hidden layers used in the BiLSTM layer to
capture the future and preceding context [24].

Input Persian Text
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Figure 3. The proposed Bi-LSTM-2 model for sentiment analysis of Persian online doctor reviews.
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Here, h;, .., Which is called h, hereafter, may be
computed as:

h, = 0,®tanhc, @)

0 = o(Wyhe_q + Upx, + by) 3)

where ©, o(.), and tanh are the element-wise
product, sigmoid function, and hyperbolic tangent
function, respectively. U and W show the weight
matrices of gates or cells for input x, and b, denote
the bias vectors. c, is computed based on the forget
and input gates as follows [29]:

fe = o(Wph_q + Upx, + by) (4)

iy = o(Wihe—y + Uix, + by) ®)
¢; = tanh(W,h,_{ + U.x; + b,) (6)
¢ = [:Oci_1 + ;O (7)

Before combining the Persian and English
branches, a fully connected dense layer is placed for
each of the languages. The outputs generated by both
languages are then combined to form a common
vector. To increase the speed and accuracy of the
network in this model, the generated vector is passed
through a batch normalization layer. Finally, to
generate the output and determine the polarity, using
a dense layer, a number in the range 0 and 1 is
obtained that indicates the polarity of the input text as
positive or negative; The closer to 1, the more the
polarity tends to be positive, and vice versa for 0. In
this model, activation functions are also selected by
meta-heuristic algorithms.

IJICTR

B. 3CNN-2 Model

The Second model we introduce is called 3CNN-
2, shown in Fig. 4. According to the structure in Fig.
4, the pre-processed input of this model, like the
previous model, enters the embedding layer which
allows processing by generating vector numbers. We
then pass the generated bi-lingual vectors through
three one-dimensional convolutional layers that have
3, 5, and 7 kernel sizes, respectively. The type of
activation functions in convolutional layers is
optimally specified by metaheuristic algorithms.

The 3CNN-2 model is designed in such a way that
before combining the layers of the two languages, a
dense layer is applied for each of them. Then, to
produce a common vector of Persian and English
languages, we combine the outputs of the two
branches and by passing this common vector through
a batch normalization layer, we send the result to a
dense layer to detect the final polarity. The output of
this numerical model is in the range of 0 and 1, which,
like the previous model, expresses the tendency of the
input polarity to each of the negative and positive
classes. In this model, the activation functions used in
dense layers are determined using the optimization
power of meta-heuristic algorithms.

Bi-LSTM is applied on the output of the
embedding layer to process the sequences of arbitrary
length and extract long dependencies in both forward
and backward directions. Moreover, we used Bi-
LSTM because it is designed to handle the
vanishing/exploding problem of traditional RNNs. In
the current study, we also used CNN because it is
used in NLP applications for local feature extraction.

Input

Embedding layer

moooﬁooﬁ

ConvlD layer

ConvlD layer

ConvlD layer

Dense layer

Fusion layer

(oo eoe)

Batch Normalization [

Dense layer

Output

Positive / Negative

Figure 4. The proposed 3CNN-2 model for sentiment analysis of Persian online doctor reviews.
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This is achieved by convolution operation on the
input features via linear filters. Both deep networks
have shown promising results in different sentiment
analysis research [10] and we expect to achieve
comparable results.

VI. META-HEURISTIC ALGORITHMS

Meta-heuristic algorithms belong to a category of
optimization algorithms designed to tackle intricate
problems by systematically navigating the search
space in order to discover solutions that are close to
being optimal. In contrast to conventional
optimization methods that depend on particular
problem structures or mathematical characteristics,
meta-heuristic algorithms are versatile approaches
that can be employed across diverse problem
domains. Meta-heuristic algorithms often derive
inspiration from natural or social phenomena, such as
evolution, swarm behavior, or physical processes. By
emulating these phenomena, the algorithms engage in
an intelligent exploration of the solution space,
aiming to discover favorable solutions. One
advantage of meta-heuristic algorithms is their ability
to find near-optimal solutions in reasonable time
frames, even for highly complex problems. However,
they do not guarantee to find the global optimum and
can sometimes get stuck in local optima [30].

One of the major challenges in deep neural
models is the selection of appropriate hyper-
parameters in the training phase. On the other hand,
finding the optimal combination of these hyper-
parameters is a difficult task that requires a lot of
experience; In addition, this combination may vary in
each project. After designing deep bi-lingual neural
models, to detect the polarity of online medical
opinions in Persian, it is time to optimize the
performance of these models. In the last step of the
second phase, we optimize the bi-lingual models
using genetic algorithms (GA), ant colony
optimization (ACO), and gray wolf optimization
(GWO) methods. The reason for selecting these
meta-heuristic algorithms in the current study is as
follows.

GA is a widely-used metaheuristic optimization
algorithm that is used as a baseline optimization
algorithm in several domains [31]. It has been also
used in sentiment analysis-related tasks and has
shown great performance for different tasks in this
domain [31]. ACO has been also successfully used
for different text mining tasks including feature
selection [32] and is used recently for several
sentiment analysis tasks [33]. Finally, GWO is a
relatively newer optimization algorithm that has
shown its potential for solving different problems in
sentiment analysis literature [34]. We selected this
newer algorithm to compare its performance for
hyperparameter optimization with GA and ACO
algorithms.

In the following, the list of allowed values for
each hyperparameter is introduced, and the

Volume 16- Number 1 — 2024 (42 -54)

implementation of each metaheuristic algorithm is
described.

For the BIi-LSTM-2 model, several units,
activation function, optimizer, loss function, batch
size, and the number of epochs are hyper-parameters
of the model and we try to find their optimal values
using evolutionary algorithms. Hyper-parameters of
the 3CNN-2 model are the same except for the
number of units which is not applicable here. Table 3
shows the acceptable values we tested for the hyper-
parameters.

A Genetic Algorithm

The genetic algorithm is one of the most widely
used meta-heuristic algorithms that is inspired by the
genetics of living organisms [31][35]. Fig. 5 shows
the different stages of the genetic algorithm in this
study.

In the first step, using the list of allowed values,
the initial population is made up of 10 chromosomes.
Each gene on a chromosome contains an allowable
value of hyper-parameters, which are randomly
selected. Each of the generated chromosomes
represents a combination of hyper-parameters needed
to teach a bi-lingual model. In the second step, these
chromosomes are evaluated using the fitness
function; for each chromosome, a bi-lingual neural
model is run once and after training, it is evaluated
with the test data. The training and testing process is
the same for both bi-lingual models in this study.

Once the population has been assessed, it is time
to select the parent to implement inheritance in the
genetic algorithm. In this method, using a roulette
wheel, valuable chromosomes are selected with a
higher probability than other chromosomes. By
selecting two parents, the input of the fourth stage is
prepared. In this step, we combine the parent
chromosomes with the multipoint method. The result
is two new chromosomes that inherit the parent
hyper-parameters. The generated chromosomes are
then mutated and added to the current population.

TABLE Il1I. ACCEPTABLE VALUES FOR THE
HYPERPARAMETERS.

Hyperparameter Allowed values

number of units 7,10,16

activation function "sigmoid", "relu”, "selu", "elu",
"softmax", "softplus”, "tanh"

optimizer "adamax", "adadelta", "adam",
"adagrad”, "rmsprop"”, "nadam"

loss function "binary_crossentropy", "mse", "mae"
batch size 2,4,8,16,32, 64
number of epochs range (5, 50)
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Figure 5. Steps of the genetic algorithm for optimizing proposed
bi-lingual deep models.

If the accuracy of the bi-lingual model is reached
99% by each of the chromosomes, the algorithm is
terminated and the genes on the best chromosome are
introduced as the optimal hyper-parameters;
otherwise, two members of the weakest
chromosomes of the previous generation are removed
and the remaining 10 chromosomes are selected as
the next generation. Then the algorithm goes to the
second stage to evaluate hyper-parameters. This
cycle is repeated until the final condition is met or the
number of generations of the algorithm is completed.
Finally, the best member of the population is selected
as the most valuable hyper-parameters to determine
the polarity of online medical reviews.

B. Ant Colony Optimization Algorithm

The second meta-heuristic algorithm in this
research for optimizing the proposed deep neural
networks is ant colony optimization. Ant Colony
Optimization (ACO) is a meta-heuristic algorithm
that takes inspiration from how ants forage. It has
proven to be valuable in addressing optimization
problems characterized by graph-like structures,
including challenges like the traveling salesman
problem and vehicle routing problem. The ACO
algorithm emulates the behavior of real ant colonies,
where individual ants leave pheromone trails while
searching for food. These pheromone trails act as
channels of communication, allowing ants to
exchange information about favorable paths to food
sources. ACO leverages this natural mechanism with
the aim of discovering optimal or near-optimal
solutions to complex problems. In the ACO
algorithm, a group of artificial ants is utilized to
explore the solution space. Each ant represents a
potential solution and traverses the problem graph,
systematically  constructing paths based on
predefined rules. At each step, an ant determines its
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next move by considering two factors: the quantity
of pheromone present on the edges and a heuristic
estimation of the desirability of the particular move
[36]. Fig. 6 shows the steps of the ant colony
algorithm.

In the first step of this algorithm, all possible
paths are created. The second step is to select a
certain number of ants. In this study, 10 ants are
determined to move in the space of the paths. In the
third step of the ant colony algorithm, a path is
selected for each ant. The route chosen is a
combination of the ant's personal choice and the
suitability of the route according to the number of
pheromones in the route. In this study, the effect of
the pheromone and the ant's random choice are
considered the same. Ants' random selection is used
for escaping from local optimums [36], [37].

In the fourth step, the selected paths are evaluated
by simulating the passage of ants. For each path, a
bi-lingual model is implemented once, the result of
which will affect the pheromone level of the path;
the higher the accuracy of the model, the higher the
amount of pheromone produced. In the next step, the
pheromone in all paths is updated. At this stage, we
have set the evaporation coefficient to 0.5. In this
algorithm, we have set the threshold value of 99% as
the stop condition. If the stop condition did not meet,
the algorithm jumps to the third step and this cycle
continues until the stop condition is met or the
number of iterations reaches 50. Finally, the hyper-
parameters in the best path are used to optimize the
answers.

C. Gray Wolf Optimization Algorithm

The gray wolf algorithm can be used for
optimizing various problems by simulating the group
life of wolves. In the current study, the gray wolf
algorithm is implemented for the first time for
optimizing deep neural networks. Fig. 7 shows the
implementation steps of the gray wolf algorithm.
The first step is to design its state space [38][39]
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Figure 6. Steps of the ant colony optimization algorithm.
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Figure 7. Steps of the gray wolf algorithm for optimizing
proposed bi-lingual deep models.

In the first step, a multidimensional space is
designed, each axis of which corresponds to a
hyperparameter. This creates the coordinates needed
to release the wolves into space. Then, 10 wolves are
generated in space, and the coordinates of each
define a combination of hyper-parameters needed to
run proposed bi-lingual models. In the third step, we
evaluate the coordinates of each of the wolves. In
this process, a bi-lingual neural model is performed
based on the hyper-parameters in the coordinates of
each wolf. The top three wolves in the evaluation
phase are considered the alpha, beta, and delta
wolves, respectively, and the rest are called omega.

The fourth step of the algorithm examines the
final condition. If the top wolves of the population
reach the threshold accuracy of 99%, the algorithm
ends and the alpha wolf coordinates are returned as
the optimal hyper-parameters. Otherwise, omega
wolves update their coordinate hyper-parameters
with the help of the coordinates of the top three
wolves to get closer to the algorithm target. Then the
population goes to the third stage and this cycle
continues until the goal is reached or the number of
iterations reaches 50. Finally, the hyper-parameters
in the position of the most valuable wolf are used to
optimize results.

VIl. EXPERIMENTAL RESULTS

A Experimental Settings

All steps in this research have been implemented
using Python programming language in the Google
Collaboratory environment. This Linux environment
eliminates the need for powerful hardware to train
machine learning models by providing a cloud-based
processing space. The specifications of the hardware
provided by this environment are as follows:

. GPU: 1x Tesla K80, 12GB GDDR5 VRAM

. CPU: 1x Single Core Hyper Threaded Xeon

Processors @2.3Ghz, 45MB Cache

. RAM: 12.6 GB

. Disk: 68.3 GB

B. The First Phase of Research

As discussed in the previous section, we
conducted our study in two phases; The first phase
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includes  implementing four deep models for
sentiment analysis of Persian online doctor reviews
and comparing them with four traditional machine
learning models such as Naive Bayes (NB), decision
tree (DT), support vector machines (SVM), and
random forest (RF) as described in previous sections.

In Fig. 8, the accuracy of all the algorithms and
models used in the first phase of the research are
compared. According to the results obtained in this
phase, deep learning models showed better
performance than traditional machine learning
models. Among the traditional machine learning
algorithms, the best result was achieved by a random
forest model with an accuracy of 74%, but still, its
accuracy was lower than all deep learning models.
Among the deep learning models, Bi-LSTM was
able to rank at the top with 81% accuracy.Table 4
shows the performance of models in negative,
positive, and average classes. The results in Table 4
show the superiority of models based on deep neural
networks over traditional machine learning
algorithms.

C. Results of bi-lingual mode

To show the performance of models in classifying
the English translation of the reviews, we showed the
results obtained using both traditional and deep
models on the Persian and English reviews in Table
5

The results in the table show that all deep models
outperform  traditional ~models, significantly.
Therefore, for the next phase, we only select the deep
models for further improvement by applying
metaheuristic algorithms to their hyper-parameters.

D. The second phase of research

In the second phase of the research, we
implement bi-lingual models as previously described
in the section "Deep Bi-lingual Models". Each bi-
lingual model has two separate inputs; online
medical reviews in Persian and their translation in
English. To show the effect of using the bi-lingual
mode, we summarize the results obtained using four
deep models in Table 6.

85
Bi— o~  ENB
80 83(|s2|  [82
> 75 RE
8 77 77
< 70 74|73 DT
3 65 SVM
@]
< 60 [ ELSTM
55 ECNN-LSTM
50 I 1)
MODELS @3CNN

Figure 8. Comparison of models in the first phase of research
according to their accuracy. Naive Bayes (NB), decision tree
(DT), support vector machines (SVM), and random forest (RF)
are traditional ML classifiers and LSTM, 3CNN-LSTM, 3CNN,
and Bi-LSTM are deep models.
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TABLE IV. PERFORMANCE OF MODELS IN THE FIRST PHASE
OF RESEARCH. AVG IS THE WEIGHTED AVERAGE OF RESULTS
OBTAINED FOR THE NEGATIVE (NEG) AND POSITIVE (POS)

REVIEWS.
Model Label Precision | Recall F1
(class)

NB Neg 44% 82% 58%

[40] Pos 87% 54% 66%

Avg 74% 62% 64%

DT Neg 56% 53% 55%

[40] Pos 79% 81% 80%

Avg 2% 2% 2%

SVM Neg 74% 37% 49%

[40] Pos 77% 94% 85%

Avg 76% 7% 74%

RF Neg 60% 52% 56%

[40] Pos 80% 85% 82%

Avg 74% 74% 74%

LSTM Neg 7% 65% 70%

[41] Pos 85% 91% 88%

Avg 83% 83% 83%

CNN- Neg 71% 66% 68%

LSTM Pos 85% 88% 86%

[42] Avg 81% 81% 81%

3CNN Neg 62% 63% 62%

[43] Pos 83% 83% 73%

Avg 7% 7% 7%

Bi-LSTM Neg 83% 55% 66%

[11] Pos 82% 95% 88%

Avg 83% 82% 81%

TABLE V. COMPARISON BETWEEN THE PERFORMANCE OF
MODELS ON PERSIAN (PER) AND ENGLISH (EN) REVIEWS.
Model Lang. Precision | Recall F1

NB Per 74% 62% 64%
[40] En 68% 60% 61%
DT Per 2% 72% 72%
[40] En 65% 66% 65%
SVM Per 76% 7% 74%
[40] En 73% 74% 70%
RF Per 74% 74% 74%
[40] En 73% 2% 73%
LSTM Per 83% 83% 83%
[41] En 83% 83% 83%
CNN-LSTM Per 81% 81% 81%
[42] En 79% 80% 81%
3CNN Per 7% 7% 7%
[43] En 82% 82% 82%
Bi-LSTM Per 83% 82% 81%
[11] En 84% 84% 84%

As shown in Table 6, both LSTM-based models
perform similarly and outperform CNN-based
models. The 3CNN-2 model performs slightly better
than the CNN-LSTM model. Therefore, we selected
Bi-LSTM2 from the first type and 3CNN-2 from the
second category for further improvement through
optimization using metaheuristic algorithms. As
discussed in the section "Meta-heuristic algorithms",
in this research, GA, ACO, and GWO algorithms are
used to optimize and increase the accuracy of the
deep models.

TABLE VI. COMPARISON BETWEEN THE PERFORMANCES OF
DEEP BILINGUAL MODELS.
Model Accuracy F1

LSTM 84% 84%
[41]

CNN-LSTM 82% 82%
[42]

3CNN-2 83% 83%
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[43]
Bi-LSTM-2 84% 84%
[11]

To this aim, a total of 1000 bi-lingual neural
networks were implemented for each of the genetic
algorithms, ant colony, and gray wolf optimization
methods. In other words, in the second phase, 3000
bi-lingual neural networks were used for training and
testing. Fig. 9 shows the final results of this step for
Bi-LSTM-2 and 3CNN-2 methods concerning their
accuracy.

According to Fig. 9, all three algorithms based on
the two bi-lingual models have presented similar
results. In the 3CNN-2 model's optimization process,
the ant colony algorithm performed better than the
others with 85% accuracy. In optimizing the Bi-
LSTM-2 model, the genetic algorithm with 89%
accuracy is superior to other algorithms.

Several studies compare the ACO and genetic
algorithm for different optimization problems [37].
The main difference between ACO and GA is their
underlying principles. It can be said that both ACO
and GA have their own strengths and weaknesses
when it comes to optimizing hyperparameters of
deep neural networks. The choice between the two
depends largely on the specific characteristics of the
problem being solved and the available
computational resources. However, ACO converges
faster than GA in most cases due to its ability to
quickly exploit promising search space regions.

In general, the Bi-LSTM-2 bi-lingual model
performed better than the other models in this study.
Using the power of optimizing the genetic algorithm,
this model was able to improve the highest accuracy
obtained in the first phase of the research by 5%. The
results obtained in the second phase show that by
using the properties of meta-heuristic algorithms, the
third goal of the research has been achieved.

90
89
88
87
86
85

84
83
82
81
ACO GWO GA

E3CNN-2 mBi-LSTM-2

Figure 9. Comparison of models in the second phase of
research.

Fig. 10 summarizes the best results obtained in
the implementation of all the models discussed in
this research. According to this figure, the best
performance among all models was achieved by the
deep bi-lingual model Bi-LSTM-2.
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VIIl. CONCLUSION

With the ever-expanding Internet and online
medical platforms around the world, large volumes
of medical data are being generated at an ascending
rate.

One type of medical data is online user feedback
on the physician experience. The information
contained in these user reviews is of great
importance. Choosing the right doctor, on the other
hand, is a relatively difficult and time-consuming
task that can sometimes confuse people. Analyzing
the sentiment in online medical reviews can largely
solve this problem by extracting valuable sentiment
information.

In this study, we proposed a bi-lingual deep
model for analyzing online medical reviews in the
Persian language. Also, using the optimization
power of meta-heuristic algorithms, we optimized
the hyper-parameters of the proposed deep model.
To show the power of the proposed model we
compared it against four traditional machine learning
models including support vector machine, decision
tree, naive Bayes, and random forest. Also, to
compare these algorithms with deep neural models,
LSTM, 3CNN, 3CNN-LSTM, and Bi-LSTM models
were selected from the literature and compared with
the proposed model. All of these deep models
performed better than traditional machine learning
algorithms. We proposed the Bi-LSTM-2 model
which has two parallel input layers for the Persian
and English versions of reviews. The proposed
model was optimized using three meta-heuristic
algorithms including genetic algorithm, ant colony,
and gray wolf optimization. The implementation
results showed the superiority of the proposed
optimized model in comparison with all mentioned

81
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traditional and deep models.

The obtained results show that without
optimizing hyper-parameters, the accuracy of
LSTM-based methods is slightly higher than CNN-
based methods while using meta-heuristic methods
to optimize hyper-parameters makes this difference
disappear. Also, the obtained results emphasize the
use of optimization methods to increase the accuracy
of deep learning methods in sentiment analysis. In
addition, the findings of this research show that
although the use of meta-heuristic methods to
optimize the hyper-parameters of learning methods
improves the accuracy of the sentiment analysis
system, there is not much difference between these
meta-heuristic methods. Based on these findings, it
can be suggested that other meta-heuristic and
population-based methods to optimize the hyper-
parameters of deep learning methods should be
investigated in future research. Also, other deep
learning methods such as methods based on
transformers can be used to increase the accuracy of
the sentiment analysis system.

Given that the present study is the first bi-lingual
meta-heuristic deep model for the sentiment analysis
of Persian online doctor reviews, we naturally faced
a variety of challenges. The first challenge we
encountered in this study was the lack of enough data
in the field of online medical opinions in Persian.In
this study, by collecting the required data, we
proceeded to complement the first collection of
online medical reviews in Persian. Another
challenge related to the data set was the lack of a
proper tag for the reviews, which we also solved by
using a questionnaire and a survey of 6 people. One
of the most important limitations we encountered in
this study was the hardware required to run deep
neural models. This prevented the acceleration of the
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research process in the implementation of some
models. In each of the metaheuristic algorithms, 50
deep bi-lingual neural networks were implemented,
which produced a heavy processing load for the
problem. Implementing this number of deep neural
networks in a sequential (serial) form is time-
consuming. In this study, we tried to solve this
problem by parallelizing these  models.
Unfortunately, due to the lack of access to powerful
hardware, it was not possible to use parallel
execution.

For future work, the proposed data sets can be
expanded to enhance the quality of the learning
process in deep neural networks. Another important
part of this field is the architecture of deep neural
networks. More advanced architectures can help
improve the sentiment analysis process. Moreover,
several meta-heuristic algorithms can be used for
architecture search. For this purpose, open-source
toolkits such as OpenNAS may be used for
comparing swarm intelligence meta-heuristic
algorithms. Another suggestion for future work is to
use ensemble methods such as stack ensemble
algorithms for improving the performance of
optimized deep models for online doctor review
sentiment analysis. Given the bi-lingual nature of
this research, another suggestion for future work
could be to combine other languages. In this way, the
system's overall quality can be improved by
combining different structures specific to each
language.
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