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Abstract — During DDoS attack to a cloud hosted server, to counter the attack, more resources should be assigned to it.
In this paper we first develop a mathematical formula for input packet rate during DDoS attack, and propose a method
to identify the botnet that created the attack. We introduce two algorithms for resource assignments to protect cloud
hosted servers. The drift plus penalty algorithm minimizes the average cost of resource assignment, and stabilizes the
queue size. The modified version of this algorithm is drift plus extended penalty, which minimizes the average cost and

compensate penalty function by considering delay.
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I. INTRODUCTION

A denial of services attack is an attempt to make a
server or network resource unavailable to its users. If
this attack launched by more than one source, then it is
called distributed denial of service or DDoS attack.
Today, most companies provide their services through
their web sites, and DDoS attack can make their web
sites unavailable, leading to financial and reputation
damage. Cloud computing is defined as a model for
enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing
resources(e.g., networks, servers, storage, application
and services) that can be rapidly provisioned and
released with minimal management effort or service
provider interaction [6].

Because of attractive business models provided by
cloud service providers (C.S.P), cloud computing is
growing fast in I.T. industry. Some of the benefits of
cloud computing are: reduction of cost, rapid
deployment, easy administration, no new hardware to
buy, no software updates or annual maintenance, pay-
as-you-grow subscription pricing, built-in scalability ,

redundancy, and anywhere access via an Internet
connection [13].

Challenges in cloud computing are reliability, security,
cost, complexity, regulation, legal issues, performance,
migration, lack of standards , reversion and privacy
issues [4],[14].

Since cloud service providers, possess huge amount
of resources, it is very difficult to beat them by DDoS
attacks on their customers. We can divide related
works into three different areas. First DDoS attack
mitigation in cloud, in [1], [2], it is suggested that
DDoS attack and defense against it in cloud is resource
competition, if cloud service providers, provide
sufficient resources to counter a DDoS attack, it will
not be successful, also it is assumed, input traffic
during DDoS attack have Poisson distribution and
derived formulas to assign security modules to protect
host servers in cloud. In [22] a survey of mitigation
against EDoS attacks in cloud has been discussed.
Second DDoS traffic modeling, in [19] a non-Gausian
and long memory statistical characterization of internet
traffic proposed, this empirical model relevantly
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describes a large variety of internet traffic, both
legitimate or illegitimate (DDoS traffic). In [20] a
survey of various methods to identify legitimate and
illegitimate traffic is provided, the main focus is to
distinguish DDaS traffic from normal traffic.

In [16] it is assumed internet traffic is better
modelled by Pareto Probability distribution function
which has a heavy tail that is not shown in Poisson.

Third area is botnet identification. In [21] a
comparative study analysis of botnet identification
methods was proposed.

In normal condition when there is no DDoS attack
ongoing, there exists a constant average rate input
packets to server. Sources of traffic are independent,
inter arrival times are independent and identically
distributed, so it is reasonable to assume probability
distribution of input traffic is Poisson.

During DDoS attack, sources of attack traffic are
bots of a botnet, with the same DDoS attack code, inter
arrival times of packets received by victim are highly
correlated and are not independent, identically
distributed, so the assumption of any definite
probability distribution function is very difficult [3].
Some attempts to simulate DDoS traffic already [7]
have been done. To develop new algorithms to defend
against DDoS attacks, we should not consider any
specific probability distribution for DDoS attack
traffic. We have used queue length and number of
arrivals as measures for any control actions to assign
resources to the servers.

Since using more resources will cost more, we have
used a penalty function and tried to minimize it. In this
paper two algorithms developed for resource
assignment, to counter DDoS attack traffic, neither
needs knowledge of DDoS traffic probability
distribution, these algorithms are: Drift plus penalty
[9], [10], [11], and [12] which minimize average cost
and stabilize queue length. Drift plus extended penalty,
which minimizes an extended penalty function by
considering cost and delay.

Remainder of this paper is organized as follows: In
chapter 11, we develop a formula for the rate of packets
generated by a DDoS botnet, and in chapter Il a
method to identify the botnet that created the attack. In
chapter IV two different types of drift plus penalty
algorithms were introduced. In chapter V, we provide
the performance evaluation of these methods and
finally in chapter VI conclusions will be provided

II. DDoS GENERATED TRAFFIC MODELING

In normal condition, when there is no DDoS attack
ongoing, input traffic can be assumed to have Poisson
distribution with constant average rate A packets per
second.

If we use discrete time slots t € {0,1,...} and the
duration of each time slot is T seconds, then the
probability of arrival of k packets in one period T is:

k
Pr{X(t) = k} = e-”% k=01,. 1)

During DDoS attack, number of packet arrivals in one
time slot t€ {0,1,...} is the addition of two
components:

e Normal Poisson traffic X(t)
o DDosS traffic A(t)

Generation of random numbers with Poisson
distribution is simple [5], here, we try to develop a
formula for A(t). We assume only one botnet attacked
the victim during DDoS attack, so all attacking bots
(live bots) belong to one botnet and have the same
DDoS attack code. Because the same code generates
attack packets, with high probability the rate of attack
packets generated by each bot is the same. Since bot
master sends the attack message in which the time to
start the attack and address of victim is mentioned all
participating bots start sending their attack packets
almost synchronously.

-N( t) is the number of packets received by victim at
each time slot t, where all live bots send just one packet
synchronously.

-N{,:a: (t) is the total rate of packet received by victim
at time t.

Fig. 1 shows location of victim and those bots, that
their attack packets receive at the same time to victim.
We have used the terminology listed in Table 1.

If each of live bots sends one packet synchronously,
then the rate of packets N received by victim can be
computed as follows, Figuer.1.

d*N = p(p,®) X R sinpd® X Rdg,
0<9P<2m

K(p) = J;" p(p,®) x do
dN =Rsing XRdp XxK(p) 0<¢<m

0<¢p<m

Rp =ct

dN = csinSrx Koty xRt 0<t<
=csingt (RT) T <t< C

Table 1. Parameters and their values used for DDoS attack

S)glnb Description Value(unit)

L Average number of bots 1000

r Rate of packet generation by 100 pps
a bot

TA Duration of attack 300s

A Rate of non- attack packets 1000 pps

N Duration of non-attack 20s

R Radius of earth 6000 km

c Velocity of movement of 120007 km/s
packets

Na () Number of alive bots poissrnd(1000,1,1)

u Service rate of each security 14000 pps
module

[0} Polar angle Degree

[0} Azimuthal angle Degree

p(e,0  Density of live bots bot/km?

NB Total number of bots bot

a(t) Rate of total packets
received by victim

T  The delay between
sending a packet from a
bot to receiving it by
victim.

Packet per second
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_ Bots
Rdgp

R sinp dp

Fig. 1. Location of victim and some of bots that
their attack packets receive at the same time to victim.

N =
. C C TR
{Rcsm;‘er(E‘r) OSTST 2
0 else where

If botnet considered as a linear system, then N is
similar to its impulse response, so it can be used as a
kind of identity for the botnet.

If the same botnet attacks another victim at polar
coordinate (¢4, @),

and we make a linear transformation ¢’ = ¢ — ¢, and
0'=0—0.

Then K (") will become k(o — ¢,), which is a linear
shift of K(¢) and

N] =
. R
Rcstn%(r—rl) X K(%(T —Tl)) <1< 7TT+T1 3)
0 else where
R
Where 7, = &=

-
Duration of attack is TA seconds and each bot sends

packets with the rate r packets per second. Therefore
at time t

Ti=t—— ,i=01..TAxr—1.

Then the total rate of reception of packets N{,.,; (t) by
victim at time t is:

rXTA-1
’ _ !
total (t) - Z N‘ri
i=0

_ i
= SN -5)
(4) risusually greater than one hundred.

0<t—Lt<™®
c

i i+1 i 1
If we use v = = Av=l—_i=;;

T T T

Nt =T [N'(t—v)dv 0<t—v<™ (5)
To find the range of integral, we can divide the range
of t into three parts as follows:

R
0<t<s— =>0<v<t
c

Z<t<TA=st-Z<v<t 6)

By substituting the above ranges for v into integral in

(5):
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Fig.2. The total rate of packets received by victim.
Note: N, () is the returned number when calling poissrnd (L, 1, 1)
Ntlotal(t)

rN(t) 0<t<—

54 rN<¢) $StSTA )

TR R
l rN(T )—rN(t—TA) TAStSTA+T

Where N(0 ) = 0, and N(% ) = N,().

In simplest case, p(¢, @) is uniformly distributed all
over the world and p(p,@) = p = N,(.)/4mR?
where N, (.) is the number of live bots in botnet and
by integrating from (2), then:

N(1) = %Na ) (1 - cos%r), and by
substituting it in (7),
Nt’otal(t) =

1—cos<t
R
TNg ()4 2
1+cosc(t—TA) TA<t<TA+=

0<t<™
Cc

T<t<TA (8)

The total number of packets received by victim at time
slot t is:

a(t) = X(t) + A(t)

A(t) = N{peq (t).T and T, is the duration of one time
slot.

If botnet has NB members, and p be the probability that
a bot be alive and participates in DDoS attack, then

P{N,(.) =k} = (")) @)@ —p)VE* ©)

L =NB xp is the average number of alive bots. The
number of bots (NB) in important botnets is well above
millions [17]. For the following reasons a small part of
these bots are participating in attack:

- Compromised computers (bots) are few hours in a
day are online and can participate in an attack.

-A large percent of bots detected and removed

-To prevent detection of bots only a small part of them
invited to participate in an attack. For example in [18]
the size of medium large DDoS attacks are around
30Mpps, if we assume average rate of attack by a bot
is 1000pps then the number of participating bots are
around 30000. If p be very small and NB be very high,
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then Binomial distribution can be approximated by
Poisson distribution [5], and

Pr{N,(.) =k} = e‘L(i—),k k=0,1,2,..(10)

Fig. 2 shows a(t) versus time, parameters used are
listed in Table 1.

III. IDENTIFICATION OF BOTNET

We can distinguish three independent parameters of
DDosS attack, N, () , rand K(¢), which are number of
alive bots, rate of packets send to victim by each alive
bot and ¢_ density of bots in the world. Victims of
DDoS attack can record the rate of incoming packets
a(t) and draw a graph like Fig. 2. If they can derive N;
(or K (¢)) from a(t) then perhaps they can identify the
botnet from existing library of previous DDoS attacks.
If We look at (7) we see N/, (t) = rNg(.), when

—< t < TA which means it does not depend on
den5|ty of bots, so we focus on the start of the attack
namely when N{,.,,(t) =rN(t), 0<t< T'

We divide the duration ﬂ into k time slots, each of

them with perlod - therefore k=—.
Because a(t) = X(t) + rN( t).T, |f
we taket = T]-l Jk,and T = ; , then

a() =X() + N(j), j=1,2....k (11)
a() —aG-1)=X({) -XG—-1D+N(Q)
-NG-1)
=2,..k (12)

. , . A
Since X(j) ~ P0|sson( ;),
X(§) — X(j — 1)~ Skellam (0,2), namely

Pr{X() -X( - 1) = k}—€_71|k|( ),

where I|k|(7) is the modified Bessel function of the
first kind. Therefore mean and variance of
X(§)—X(G —1)isoand Zr—’l respectively.

We can design a linear estimator for N(j) — N(j — 1)
respectto a(j) — a(j — 1).

N(H-N(G-1) =c1(a() —a(G— 1)+ c2 (13)

By taking mean and variance of both sides of (12), we
have :

E(a() ~aG-D)=E(N() ~NG-D)=m  (14)
var(a() - a( - 1))
_ Zr_l +Var(N() = NG — 1)) (15)

j=k
1
=—7 D (a()—aG-1)
j=2

]:
1
0? === > (a() - a(j = D) - m?
i=2

By taking mean and variance of (13) and substituting
(14) and (15) in (13)

24
m=cl.m + c2 and 02—7=612.02

A A
cl=>01- j? )0.5 and c2=(1-(1- 2_2 )O.S)m
mg)zw (1——) (aQ)— a(j —
Z)05m (16)

N (j) is the estimator for N; (j). Fig. 3 shows N7 (j)
and N;(j), when k(¢) = = Ng (. )| sin2¢ | and
parameters used are listed in Table 1

1))+r(1—(f—

,‘ ) bl -
. TITST AT
‘E_ . f’\; j ; E ‘ [ ‘I‘ ,/ / “ f \l ‘.
IE Al \/ IR
@ I I | AV

Time (sec)

Fig.3. Comparison of N/ and N;.

IV.DDoS ATTACK MITIGATION IN CLOUD

To remove attack packets from entering server in
cloud, packet filtering methods for DDoS Attack
Defense were pro-posed [8],[ 1]. We should use a
security module like firewall or IDPS or UTM in front
of servers to detect attack packets and prevent them
from entering server. The cloning of these security
modules in cloud can be done very fast.

When traffic increases or decreases the number of
these security modules can be changed properly.
Figuer. 4 shows the place of security modules in front
of server to prevent attack packets from entering
Server.

Addition of each new security module increases
the cost. We have a penalty function, which is
linearly related to the number of security modules

A. DRIFT PLUS PENALTY METHOD

The Drift plus Penalty method applies to queuing
systems that operate in discrete time slots t €
{0,1,...3[9], [10], [11], [12]. This algorithm stabilizes
the queue length and minimizes average cost [11]. The
symbols used are listed in Table 2.

A nonnegative function L(t) = %Qz(t) is defined,
where Q(t) is the length of queue at the beginning

of time slot t, this function is called Lyapunov
function.

The Lyapunov drift is defined as:
A®) =5 Q3 (t+1) —2Q2() (a7

Q(t + 1) = max{0,Q(t) + a(t) — b(t)} (18)

Where a(t) and b(t) are arrivals and departures from
queue in time slot t. If we substitute (18) in (17) then:
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A(t) <2 (a(®) - b(®)" + Q) (a(®) —b(®) (19)
If the queue is stable then %(a(t) - b(tt))2 <B

where B is an upper bound for % (a(®) - b(t))2 S0:

A(t) <B+Q(t)(alt) — b)) (20)

At each time slot, the value of Q(t) and
arrivals are monitored and a control action (like
increase or decrease of security modules) is
decided to control the queue size. If p(t) is the
cost of resources in time slot t, then Drift plus
Penalty algorithm, at each time slot, minimizes
the function

DP(t) = A(t) + Vp(t)

Where V is a weighting constant. The V parameter
can be chosen to ensure the time average of p(t) is
arbitrarily close to optimum. This algorithm does not
require any knowledge of input probability distribution
function.

Table 2. Symbols in Drift plus penalty algorithm

Symb
ol
Q(t) Length of queue at the

beginning of time slot t
t Time slot number
A (1) Lyapunov Drift

Description Value(unit)

Number of packets

p(t) Penalty function

~— -

Fig. 4. Server protections in cloud

B. DRIFT PLUS PENALTY ALGORITHM

The cost of resources used in each time slot is
proportional to the number of security modules used
(Fig. 4), so:

p(t) =VCi(t) (21)

Where C is the cost of each security module in one time
slot and V is a weight constant. i(t) is the number of
security modules in time slot t.

The length of queue at the beginning of time slot t
is Q(v), the service rate of each security module is u and
the number of departed packets is b(t) and the number
of security modules in time slot t is i(t),since we want
to minimize the cost , each security module should be
used at its highest capacity so b(t) = pi(t), i(t) = 1.
and define Drift plus Penalty function as:

DP(t) = VCi(t) + Q(O)[a(t) — pi(t)] (22)
We want to choose i(t) such that average of

p(), t € {0,1,...} is minimized. We assume:

Volume 8- Number 2- Spring 2016 NICTRIEEIE

Q) +a(t) =k1(®)p+r(t)
Where 0 < r(t) < pu
and k(t) = max{1, k1(t)}.

If in each time slot we choose i(t) > k(t), then
because Q(t + 1) = max{0,Q(¢t) + a(t) — ui(t)},

Q(t+ 1) = 0,and VCi(t) > VCk(t) so average of
p(t) is not minimized.

If otherwise we choose i(t) = k(t) — 1 < k(t),l =1,
then Q(t+1) = Q(t) +a(t) —uk@) —D =7(t) + ul
and ul of the packets received in time slot t not
serviced, and passed to time slot t+1, which adds | new
security modules in time slot t+1, so there is no
benefits in these choices for i(t) and only delays are
increased, so the optimum choice is i(t) = k(t).

Note: in real situations because we don’t know the
value of a(t) until the end of time slot t, we can use
a(t — 1) as an estimator for a(t).

C. DRIFT PLUS EXTENDED PENALTY
ALGPRITHM

In this algorithm we try to define a new penalty
function which considers delay as a new variable in its
definition. We define k(¢t) and r(t) by the following:

Q) +a(t) =k1(®)u+r,where 0 <7r() <y,

And k(t) = max {1,k1(t)}, and i(t) =1 be the
number of security modules in time slot t, we define a
function rmax(t) as follows:

0 i(t) > k()
Imax(t) = (23)
k(t) i(t) < k()

Definition of extended penalty function which
considers delay is:

2
p(®) = ve (i) + ’mi“(’;)“) ) =1 (24)
If i(t)>k() then Q(t+1)=0 and delay is
Imax(t) 2

zero, otherwise delay is proportional to and

i(t)
penalty will be compensated by this extra term in
penalty function.

9

| v

3
2‘
1 . . . . a -

0 50 100 150 200 250 300 350

Number of security
modules i(t)
»n

Time (sec)

Fig.5. (2) Number of security modules versus time in
the first method
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. e e,

Number of security
modules i2 (t)

-

1] 5‘0 160 Hloﬂ :n'm ?';0 3Cl|0 350
Time (sec)

Fig.5. (b) Number of security modules versus

time in the second method

V. PERFORMANCE EVALUATION

In this section we define a metric for average total
cost of security modules used for the above Drift plus
penalty methods. First we define the following metric:

Sum=YTT, i(t)
Where TT is total time of test and Sum is the total
number of security modules per time slot used
during test, and is normalized form of total cost (if
the cost of one security module in one time slot be
¢, then total cost is c*Sum).
The drift plus penalty methods can be formulated as
follows: Q(¢) + a(t) = k1(t)u + r(t)
Where 0<7r(t) <p
k(t) = max{1, k1(t)}.
Q(t+ 1) = max{0,Q(t) + a(t) — ui(t)}.
First method:
DP(t) = VCi(t) + Q(®)[a(t) — ui(®)],

i(t) =k(t) (25)
Second method:
_ , . Imax(t)?
DP2(t) = _min {VC (lZ(t) e ) +

QOla® - pi2®]}, 1<2@® <k®  (26)

0 i2(t) > k(t)
max(t) = 27)
k(t) i2(t) < k(v)
Duration of test was TT=340 second. In the first and
last TN= 20 seconds, there was no DDoS attack, in the
middle TA= 300 second, there was a DDoS attack.
Figure 2 shows the rate of packets generated in this
period and the value of parameters are listed in Table
1. The service rate of each security module is u =
14000 pps.

Result shows:

sum = Y3*0i(t) = 2396
sum2 = Y3*9i2(t) = 2389

Because both methods are drift penalty methods |,
therefore the average cost for both of them should be
minimum and the results show  the cost is
approximately the same and it conforms with results of
drift plus penalty method [11].

Queue length Q(t)

L

" 1 n L L A
0 50 100 150 200 250 300 350

Time (sec)
Fig. 6. () Queue length versus time in the first
method

14000 - v ' ' ' v ~— -

Queue length Q2(t)
i 8 8
Ah_‘_
——

o 50 100 150 200 260 300 350

Time (sec)

Fig. 6. (b) Queue length versus time in the
second method

In both methods 0 < Q(t), Q2(t) < u for t=1, 2...
340, which shows the stability of queues. Figures 6a,
and 6b, show the Q(t), Q2(t) respectively. The
number of security modules i(t), i2(t) in each time
slot t is shown in Figures 5a, 5b, respectively.

VI..CONCLUSION
In this paper, we proposed an analytical model for

DDosS traffic, the number of participating bots in a
DDoS attack in one time slot is approximated by
Poisson distribution. We showed geographical
distribution of bots can be used as an identifier for a
botnet and derived a linear estimator for this
identifier.

We used Lyapunov optimization and Drift plus
penalty method to offer algorithms for dynamic
assignment of security modules in discrete time slots
to protect host servers in cloud. Two different penalty
functions proposed, in first penalty function only the
number of security modules in that time slot is
considered and in second one, number of security
modules plus delay have been used. The results of
simulation show cost is minimized and the size of
queue is less than u. Further work for more accurate
estimator of N; to locate concentration of attacking
bots is suggested.
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