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Abstract— To reduce the number of input features to a prosody generator in natural speech synthesis application, a
hybrid of an evolutionary algorithm and a swarm intelligence-based algorithm is used for feature selection (FS) in this
study. The input features to FS unit are word-level and syllable-level linguistic features. The word-level features include
punctuation information, part-of-speech tags, semantic indicators, and length of the words. The syllable-level features
include the phonemic structure and position indicator of the current syllable in a word. A modified Elman-type dynamic
neural network (DNN) is used for prosody generation in this study. The output layer of this DNN provides prosody
information at the syllable-level including pitch contour, log-energy level, duration information, and pause data.
Simulation results show that the prosody information is predicted with an acceptable error by this hybrid soft-
computing method as compared to Elman-type neural network prosody generator and binary gravitational search
algorithm-based FS unit.

Keywords- speech synthesis; genetic algorithm; ant colony optimization; neural network; prosody.

context [8], emotional processing [9], speech to speech
I~ INTRODUCTION translation [10, 11], and automatic dialogue systems
Generating accurate prosody information is critical [12].
in improving the naturalness and intelligibility of
synthetic speech [1, 2]. Generally, the prosody  ojsssified as follows: a) rule-based [13]; b) statistical

information synthesizers provide p_itch freql_Jency (Fo) models [6]; c) neural networks [14]; and d) hybrid
contours, energy levels, word durations, and inter-word models [1’5]_ The rule-inference ’and manually

pause durations. In this way, both low-level Iex_ical exploring the effect of mutual interactions among
features (such as the phonetic structures) [3] and high-" i istic features are the hard and complex processes
level features (such as the syntactic information) [4] in a rule-based method. On the other hand. the

have been used. phonological rules are automatically determined using

The prediction of prosody aids syntactic/semantic the training data without the help of a linguistic expert
parsing [5], speech recognition [6], diagnosis of speech in statistical models or neural network-based models.
and language disorders [7], understanding of situational

The methods for prosody generation can be
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In this paper, a modified Elman-type dynamic
neural network (DNN) is used for prosody generation
in a text to speech (TTS) system. The context units are
also fed from the output layer in this modification like
Jordan networks. This network can maintain a sort of
states and is expected to perform better in prediction
tasks as compared to Elman and Jordan simple dynamic
networks and standard multi-layer perceptron. It is
noted that the context layer in DNNSs is able to cope
with historical data. So, DNNSs give better solution than
static feed-forward networks. The performance of this
modified EIman-type DNN is compared with standard
Elman-type network in Section 6.

The inputs of this DNN are both word-level and
syllable-level linguistic features. To reduce the number
of inputs to the DNN, a hybrid of an evolutionary
algorithm (i.e., genetic algorithm (GA)) and a swarm
intelligence (Sl)-based algorithm (i.e., ant colony
optimization (ACQ)) [16] is used for feature selection
(FS). The Fo contour and log-energy level of a syllable,
the duration of a syllable and its constituent vowel, the
vowel onset time in a syllable, and the inter-syllable
pause duration are the prosody information generated
by the proposed model. It is noted that inspection on the
pronunciation process of humans and consistency
analysis on acoustic modules in TTS systems show that
the consistency can be interpreted as a high correlation
of a warping curve between the spectrum and the
prosody intra a syllable [17]. As compared to the
previous models proposed by the author for Farsi in [18,
19], using an intelligent hybrid feature selection method
as compared to [18] and employing semantic-related
features and also more contextual information (to
enrich the word-level and syllable-level input features)
as compared to [19] are the contributions of this study
to provide a light neural model for prosody generation.

The rest of paper is organized as follows: Related
work is reviewed in Section 2. The schematic of
proposed system is introduced in Section 3. The GA-
ACO hybrid FS method is detailed in Section 4. The
word-level and syllable-level input features are
introduced in Section 5. The simulation and
experimental results are given in Section 6. Finally,
Section 7 concludes the paper and points to possible
future works.

Il.  RELATED WORK

In recent decades, several prosody generation
models were proposed for different languages such as
English [20], French [21], Chinese [22], Japanese [23],
German [24], Arabic [25], and Farsi [26]. In addition,
many studies were conducted on deriving prosody
generation model of a spoken language by realization
of Fo contours [27-29], energy levels [30], duration of
segments [31, 32], and pause data [33, 34]. However,
an integrated approach is employed in this study to
generate simultaneously the prosody information
including intonation, energy, duration, and pause at the
syllable level.

As sample researches in this field, Xu and Prom-on
[28] developed a trainable (yet deterministic) prosody
synthesizer based on an articulatory-functional view of
speech. Van Niekerk and Barnard [29] proposed a two-
stage feed-forward neural network-based method for

modeling Fo values of a sequence of syllables. They
considered linguistic constraints (represented by
positional, contextual, and phonological features),
production constraints (represented by articulatory
features), and linguistic relevance tilt parameters for
predicting intonation patterns. Winters and O’Brien
[32] determined the relative contributions of
suprasegmental and segmental features to the
perception of foreign accent and intelligibility in
German and English speech. The suprasegmental and
segmental features were manipulated independently by
transferring the following prosody information: a)
native intonation contours and/or syllable durations
onto non-native segments; and b) non-native intonation
contours and/or syllable durations onto native segments
in both languages.

As a syllable-based TTS system, Narendra and
Sreenivasa Rao [35] tuned the weights of unit selection
cost functions in a syllable-based system by using GA.
Huang and Joo Er [36] presented an adaptive neuro-
fuzzy controller to reproduce smooth vocal tract
trajectories for high quality speech synthesis.
Tomaschek et al. [37] showed that the perception of
vowel length by listeners exhibits the characteristics of
categorical perception.

On the other hand, feature reduction techniques
have been widely used in data mining, pattern
recognition, and forecasting problems to lower the
number of dimensions describing the data. The aim of
feature reduction is to reduce the computational cost of
a system without deteriorating its discriminative
capability. Avoiding over-fitting, resisting noise, and
strengthening the prediction performance are the most
advantages of feature reduction when using learning
algorithms.

The feature reduction algorithms are broadly
classified into two categories: a) feature transform (or
feature extraction); and b) feature selection. Some new
features are constructed by projecting an original
feature space to a lower-dimension one in the feature
transform techniques. On the other hand, a subset of an
original feature space is chosen in the FS method
according to its discrimination capability to improve the
quality of data.

Principal component analysis and independent
component analysis are two known feature transform
methods [38]. There are three known FS methods: a)
filter; b) wrapper; and c) embedded methods. Filter
approaches are independent of learning algorithms and
are based on inter-class separability criterion for FS. In
a wrapper method, the evaluation procedure is tied to
the task of learning algorithm (e.g., classification or
prediction). In this method, the feature subset space is
searched using the estimated accuracy from an
induction algorithm as a measure of subset suitability.
In the embedded method, the FS and learning algorithm
are interleaved [39]. In addition, evolutionary and Sl-
based algorithms have been employed for FS (Table 1).
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Table 1. Some evolutionary and Sl-based algorithms for FS

FS algorithm

Research group

GA

De Stefano et al. [40]

Particle swarm optimization (PSO)

Xue et al. [41]

Differential evolution (DE)

Al-Ani et al. [42]

ACO Chen et al. [43]

Bee colony optimization (BCO)

Ghareh Mohammadi and Saniee Abadeh [44]

Gravitational search algorithm (GSA)

Mohseni Bababdani and Mousavi [45]

Binary bat algorithm (BBA)

Nakamura et al. [46]

Gene ontology

Gillies et al. [47]

Wrapper algorithm based on GA

Lin et al. [48]

Hybrid of GA and ACO

Sheikhan and Mohammadi [16]

Simulated annealing (SA) and GA

Gheyas and Smith [49]

Modified micro GA (MmGA)

Tan et al. [50]

Binary PSO (BPSO)

Sheikhan et al. [51]

Modified BPSO

Vieira et al. [52]

Dynamic PSO

Bae et al. [53]

Hybrid of PSO and rough sets

Inbarani et al. [54]

Self-adaptive DE

Ghosh et al. [55]

Natural language
processor
including lexical,

Text

GA-ACO hybrid

syntactic, and

processing units

semantic Phonemic, syntactic, and semantic-related
information (at the syllable and word

Speech
synthesizer

Natural speech o |

algorithm for FS

levels)

Prosody

generator
Prosodic

information

Fig. 1. Block diagram of a text-to-speech system including FS unit based on GA-ACO hybrid algorithm

IIl.  SCHEMATIC OF PROPOSED SYSTEM

The block diagram of proposed method is shown in
Fig. 1. As seen in Fig. 1, a natural language processor
(NLP) unit is employed in this system consists of
lexical processor, syntactic processor, and semantic
processor [18, 56-60]. The NLP unit performs the tasks
such as follows: a) converting the input text to a list of
words; b) morphological analysis; c) POS tagging; and
d) an abstract semantic processing to extract semantic-
related information for the nouns, verbs, and adverbs.
The semantic processor is implemented using a self-
organizing map neural network as a semantic map [59].
This unit is also responsible for grapheme to phoneme
transcription which is a difficult task in some languages
such as Farsi and Arabic [61].

In this way, various syntactic analyzer core
functions have been developed at the NLP unit to avoid
the need for listing all of the possible derivatives that a
word may have in Farsi (including verb segments,
plural versus singular forms, definite versus indefinite
nouns and adjectives, and comparative or superlative
adjectives) [18]. Various types of sentences (such as

predicative, interrogative, imperative, and exclamative)
and phrases (like verbal,

substantial, and adverbial) have been analyzed and
classified in this system. Top-down (context free) and
bottom-up parsing methods have been used for parsing.

A set of 32 POS tags are considered in the proposed
model including the following items: a) different types
of verb (such as intransitive, active/passive transitive,
auxiliary, imperative, and prohibitive); b) different
types of adjective (such as indefinite, comparative, and
superlative); c) different types of noun (such as
plural/singular and indefinite plural/singular); d)
different types of infinitive (such as simple, compound,
and plural); e) different types of pronoun (such as
discrete, connected, and demonstrative); f) adjective; g)
interjection; h) indefinite; i) particle of interrogation; j)
number; k) descriptive mood; I) adverb; m) preposition;
n) conjunction; o) sign of direct object, p) object
connected to a preposition; q) substantive; and r) noun
governing the genitive [62]. It is noted that semantic
prosody is the conotational coloring of the semantics of
a word, largely uncaptured by dictionary definitions
[63, 64]. As semantic-related information, three general
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roles are considered for the nouns (i.e., humankind,
animal, and object). Similarly, three roles for the
adverbs (i.e., positive/negative-stressed such as
“always/never”, conditional such as “may be”, and
neutral), and three roles for the verbs (i.e., emotional,
motional, and essential) are considered (as simple
indications of semantic that can be considered as input
features at the word-level) [59].

The hybrid of GA and ACO algorithm is used for
FS in this study. Since GA is a domain independent
search technique, it is used in this study where domain
knowledge was difficult to provide [65]. In other words,
GA is based on a global perspective by operating on the
complete population from the very beginning [66]. On
the other hand, ACO has the important advantage of
local searching that does not exist in GA. So, GA and
ACO are hybridized in this study to nullify their
drawbacks. However, other evolutionary and Sl-based
algorithms can also be combined for this purpose (such
as the algorithms listed in Table 1).

A modified Elman-type DNN with recurrent
connections in hidden and output layers is used for
prosody generation. This DNN provides a total of 9
output prosodic parameters for the current syllable as
follows: a) four parameters to represent the pitch
contour (using the first four coefficients of its discrete
Legendre polynomial expansion [67]); b) one
parameter for the log-energy level; c) one parameter for
the syllable duration; d) one parameter for the vowel
duration in syllable; e) one parameter for the vowel
onset time in syllable; and f) one parameter for the inter-
syllable pause duration. All the duration times are in
milliseconds. It is noted that all 9 output prosody
parameters are normalized to reduce the system
complexity due to variations in these parameters caused
by lexical phonetic features.

A harmonic plus noise model-version 1 (HNM1) is
also used as a concatenative speech synthesizer in this
system [18, 68]. To implement HNM speech
synthesizer, the following tasks were performed [62]:
a) estimation of pitch and maximum voiced frequency
[69]; b) calculation of amplitude and phase harmonics
[68]; ¢) using center of gravity algorithm to remove
phase mismatches [70]; d) smoothing HNM parameters
in concatenation points [71]; ) modification of prosody
parameters [72]; f) determination of synthesis time
instants [73]; g) estimation of amplitude and phase of
harmonics in new pitch frequency [74]; and h) synthesis
of speech segments [75].

It is noted that there are six simple vowels (V) and
23 consonants (C) in Farsi [76]. So, the database of
speech synthesis in this study consisted of 299 units as
follows: a) 23 consonants; b) 138 diphones of CV-type;
and c) 138 diphones of VC-type. Equalization of
discontinuities was performed at the concatenation
point of two vowels to remove the phase, spectral
envelope and pitch mismatches.

A piecewise linear curve was used to approximate
pitch frequency variations like to MBROLA
synthesizer [62]. The synthesizer also took the duration
of phonemes in a syllable in form of a vector whose
values were given in milliseconds. The intensity
variations were also considered by allowing loudness

modification through a set of input vectors to the
synthesizer.

IV. HYBRID FEATURE SELECTION METHOD

In this section, the foundation of ACO-based feature
selection is introduced and then the hybrid GA-ACO
algorithm is presented.

A. Feature selection by ACO algorithm

Given the original set, F, of n features, it is
desirable to find a subset S (which consists of m
features; m<n ), such that the prediction or
classification accuracy is maximized. Assume the
following items for feature selection by the ACO
algorithm:

- n features that constitute the original set,
F={f, ...f};

* A number of artificial ants, n,, to search through
the feature space;

* 7, , the intensity of pheromone trail associated
with feature f;, , which reflects the previous
knowledge about the importance of f,;

* Art;, the amount of change of pheromone trial

quantity for feature f,; and

* For each ant j, a list that contains the selected
feature subset, S;={s, .8}

Each ant randomly chooses a feature subset of m
features in the first iteration. Only the best k subsets,
k<n,, are used to update the pheromone trial and

influence the feature subsets of the next iteration. In the
following iterations, each ant will start with m—p

features that are randomly chosen from the previously
selected k-best subsets, where p e[l,m-1]. So, the

features that constitute the best k subsets will have
more chance to be present in the subsets of next
iteration. For an ant j, the features that achieve the best
compromise between pheromone trials and local
importance with respect to S; can be considered. The
updated selection measure (USM) is used for this
purpose which is defined as follows:

)
(Ti)a(nisjj
_sj - B ;ieSj
=0T ) ()

¢S.
9 J

0 :otherwise 1)

where 7 ° 1 is the local importance of feature f, given

the subset S;. The parameters o and £ control the effect
of pheromone trail intensity and local feature
importance, respectively. The steps of this algorithm
are given in Table 2 [77].
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Table 2. Steps of an ACO-based algorithm for FS

Step Title Description
1 Initialization Set n,,7,,Ar;, K, p, and maximum number of iterations.
Random assignment of a subset of m . . N .
2 features to S; Applicable only in the first iteration, then go to Step 4.
) o Given subset S, choose feature f that maximizes USM i and set
3 Selection of the remaining p features for ! ! !
each ant S, =5, U{f}.
Estimate root mean square error (RMSE) when using the features of
4 Evaluation of the selected subset of each Sj (RMSEJ,) and sort the subsets according to their RMSE. Update the
ant RMSEmin and store the corresponding subset of features.
max ,_,, (RMSE,) — RMSE; ‘s
. fies,
maxX,_y (maxg=1:k (RMSEg) - RMSEh) :
At =
Pheromone trail intensity update and otherwise
5 initialization of the subsets for next
iteration using the feature subsets of the
best k ants T, = pr; + At
where p is a constant and (1— p ) represents the evaporation of
pheromone ftrails.
o . If the maximum number of iterations or the desired RMSE is not
6 Termination condition achieved, go to Step 3.

The evaluation of the selected subset of features is
performed by estimating the RMSE in predicting
prosody parameters when using the features of S;
(RMSEJ_) and sorting the subsets according to their

RMSE (as seen in Table 2). In this way, the RMSEin
is updated and the corresponding subset of features is
stored.

B. Feature selection by GA-ACO algorithm

This algorithm begins by generating a population in
GA and a number of ants. GA generates feature subsets
and the resulting subsets are gathered and then
evaluated at the end of iterations. The best subset is
selected according to evaluation measures. If an
optimal subset has been found or the algorithm has been
executed a certain number of runs, then the process is
stopped and the best feature subset is reported. The
flowchart of GA-ACO algorithm is shown in Fig. 2
[16]. It is noted that another hybrid format of GA and
ACO is proposed in [66] in which ACO and GA
generate feature subsets in parallel.

V. WORD-LEVEL AND SYLLABLE-LEVEL INPUT
FEATURES

The input word-level features to the system are as
follows:

¢ POS tag of the current word (POS(W;)), the POS
tag of two previous words (POS(Wi.1) and
POS(Wi.)), and the POS tag of two next words
(POS(Wis1) and POS(Wix2));

e Semantic indicator of the current word
(SMNI(W))), the semantic indicator of two

previous words (SMNI(Wi.1) and SMNI(Wi.y)),
and the semantic indicator of two next words
(SMNI(Wis1) and SMNI(Wi+2));

o Length of the current word (in terms of syllable
counts) (L(W;)), the length of two previous words
(L(Wi.) and L(Wi-)), and the length of two next
words (L(Wis1) and L(Wi+2)); and

e Type of the punctuation mark (PM) after the
current word (including comma, point, question
mark, sign of exclamation, and sign of quotation).

It is noted that for some words such as prepositions,
semantic indicator is not considered. The word-level
features are summarized in Table 3. The value “0” in
the range of SMNI and PM features show that the
semantic indicator is not applicable for that word and
there is not punctuation mark after that word,
respectively.

Before introducing syllable-level features, it is
noted that there are 23 consonants and six simple
vowels in Farsi [76]. Based on the articulation manner
of consonants, the consonants are classified into six
groups in this study (e.g., “p”, “t”, and “k” phonemes
are considered as one group). In addition, the possible
syllable structures in Farsi (based on consonant and
vowel phonemes) are CV, CVC, and CVCC types.

The input syllable-level features to the system are
considered as follows:

e First consonant of the current syllable (FC(Si)), the
first consonant of two previous syllables (FC(Si.1)
and FC(Si.2)), and the first consonant of two next
syllables (FC(Si+1) and FC(Si+2));
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A

Fig. 2. Flowchart of GA-ACO hybrid feature

selection algorithm [16]
Table 3. Word-level input features to FS unit

Number Range of
Feature of feature
features value
POS(Wi), POS(Wi.1),
POS(Wi-2), POS(Wi+1), 5 [1,32]
POS(Wi+2)
SMNI(Wi), SMNI(Wi.1),
SMNI(Wi-2), SMNI(Wix1), 5 [0,3]
SMNI(Wi+2)
L(Wi), L(Wi-1), L(Wi-2),
L(Wi+1), L(Wi+2) S [15]
PM 1 [0,5]
Total 16

Table 4. Syllable-level input features to FS unit

Number of Range of

Feature features feature value
FC(Si), FC(Siw),
FC(Si2), FC(Si+1), 5 [1,6]
FC(Si+2)
V(Si), V(Si), V(Si-
2), V(Sis1), V(Siv2) 5 [1.6]
SC(Si), SC(Si-0),
SC(Si-2), SC(Si+1), 5 [0,6]
SC(Sir2)
TC(Si), TC(Si-v),
TC(Si-2), TC(Si+1), 5 [0,6]
TC(Si+2)
P(S/W)) 1 [14]
Total 21

o Third consonant of the current syllable (TC(S)),
the third consonant of two previous syllables
(TC(Si1) and TC(Si-2)), and the third consonant
of two next syllables (TC(Si+1) and TC(Si+2)) (if
they are existed); and

o Position indicator of the current syllable (P(S;/W;)
showing whether the current syllable forms a

monosyllabic word, or is the
first/intermediate/last syllable of a polysyllabic
word).

The syllable-level features are summarized in
Table 4. The value “0” in the range of SC and TC
features shows that there is not second or third
consonant in that syllable, respectively.

VI. SIMULATION AND EXPERIMENTAL RESULTS

The block diagram of the simulated system in this
study is shown in Fig. 3. To select the word-level and
syllable-level linguistic features, the parameters setting
of GA and ACO parts of the hybrid FS method is
reported in Tables 5 and 6, respectively.

o VVowel type of the current syllable (V(Si)), the
vowel type of two previous syllables (V(Si-1) and
V/(Si-2)), and the vowel type of two next syllables
(V(Si+1) and V(Si+2));

e Second consonant of the current syllable
(SC(S))), the second consonant of two previous
syllables (SC(Si.1) and SC(Si-2)), and the second
consonant of two next syllables (SC(Si+1) and
SC(Si+2)) (if they are existed);

The binary gravitational search algorithm [78] is
also used for feature selection in this study as a modern
competitive algorithm. The parameters setting of
BGSA is reported in Table 7. In addition, a standard
Elman-type recurrent neural network [79] is used as a
competitive prosody model technique in this study. In
this way, the recurrent connections in the output layer
of the structure, shown in Fig. 3, are omitted.

@/Wntemational Journal of Information & Communication Technology Research


http://ijict.itrc.ac.ir/article-1-69-en.html

Downloaded from ijict.itrc.ac.ir on 2025-11-18 ]

Volume 8- Number 2- Spring 2016 PDICTRIEE N

Word- and syllable-level linguistic features

~

Hybnd feature selection unit

! 1%
1 -

Hidden layer (21 nodes)
D ‘_1

(]

h 4 L J

Crutput layer (9 nodes)
| =D

Prosody mformation

Figure 3. Structure of the modified EIman-type DNN-based prosody generator including hybrid FS unit

Table 5. GA parameters setting in the hybrid algorithm 250 sentences was less than 15 syllables and the length

Parameter Value _of remaining sentences was less than 50 syllables. The

Population size 50 input sentences were spoken at the same rate as an

Number of generations 10 average native speaker (i.e., about four syllables per

Probability of crossover 0.65 sec_ond). _The DNN-based pros:ody generator was
Probability of mutation 0.03 trained using error back-propagation algorithm.

The number of hidden nodes in the hidden layer of

Table 6. ACO parameters setting in the hybrid algorithm the DNN was empirically decided in the experiments

Parameter Value of this study. The activa_tion functio_n of gll hiddep and

m 50 output nodes was considered as sigmoid and linear,

Number of selected features | 18 _respegtlvely. '_rhe number of output nodes was set to 9

o 1 in which the pitch contour of a syllable was represented

K 20 by a smooth curve formed through orthonormal

polynomial expansion using four coefficients (by four
output nodes of the DNN).

Table 7. BGSA parameters setting for feature selection . .

The mean value of the pitch contour is represented

Parameter Value by the zeroth-order coefficient. The shape of pitch
Number of masses (m) 20 contour is represented by the other three coefficients.
Small constant in the denominator of 001 The basis functions of this expansion (i.e., discrete

force equation ()
Initial value of gravitational constant

Legendre polynomials) are as follows:

100 .
o 2,(1) =1 @
Rate of exponential decrease of 20 OONT T
gravitation constant ()
Maximum velocity (Vmax) 6 i 12N 1°°7 i
Total number of iterations (tmax) 50 D, (ﬁ) = [N—H} lﬁ - 0-5] 3)
. 0.5
The training data of proposed DNN-based prosody = 180N°
generator consists of 400 sentences covering *N (N=D)(N+2)(N+3)

possibilities such as positive, negative, short, long,
predicative (statement), interrogative, imperative
(command), and exclamative sentences. The length of

Rt
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L 2800N® *°
SN (N =1)(N =2)(N +2)(N +3)(N +4)
l]3_15[l]2+6N2—3N +2[L] 5)
«|UN (N 10N? N
_(N=-D)(N-2)

20N?

for 0<i<N , and N+1 is the length of the pitch
contour. The pitch contour of the kth syllable is
approximated by:

Pitchk(i):ipj(k)@j(%); 0<i<N (6)

where pj(k) is the jth order coefficient in the pitch
contour expansion and is calculated by:

1 & i L
p, (k)= N—H;@ J. (W) x Pitch, (i) 7)

The three types of prosodic information have
different dynamic ranges, so a distortion measure is
used as an objective function for minimization as (8):

J(k) = i{'l'[p,-(k)]—O[IO,-(k)]}2

AT le(k)]-Ofte (k)Y ®)
+ 271, (1 -0d, (K1Y

It is noted that pj(K) is the jth order coefficient in the
pitch contour expansion. The log-energy level of kth
syllable is shown by le(k). do(k), di(k), d2(k), and ds(k)
represent the syllable duration, the vowel duration in a
syllable, the vowel onset time in a syllable, and the
inter-syllable pause duration of kth syllable,
respectively. T[pj(k)], T[le(k)], and T[d;(k)] are the
corresponding target values. O[pj(k)], O[le(k)], and
O[d;(k)] are the actual outputs of the prosody generator.

The number of nodes in the hidden layer of DNN
was determined empirically and set to 22. The learning
rate for training was initially set to 0.01 and linearly
decayed to zero at 200 training epochs. In the first
evaluation of the proposed system, the performance is
assessed in two cases that can be compared with the
original synthesized word: a) using GA-ACO FS unit
in the system (shown in Fig. 1); and b) removing FS
unit.

It is noted that in the case of no-FS unit in Fig. 3,
the number of nodes in the hidden layer was set to 22.
The RMSE of the synthesized prosody parameters
(averaged over 100 test sentences) for the two
mentioned experimental case (i.e., using or removing
hybrid FS unit) is reported in Table 8 (in the first and
second columns). In addition, the RMSE of the
synthesized prosody parameters in the case of
removing semantic-related features is included in
Table 8 (in the third and fourth columns).

As seen in Table 8, using semantic-related features
results in decrease of RMSE of predicted prosodic
information (by comparing the RMSESs reported in the
first and third columns of Table 8). In addition, using

the GA-ACO FS unit results in considerable reduction
of connection weights of DNN (as seen in Fig. 3) and
this achieves by only a slight increase of RMSE when
compared to the case of no-FS unit (by comparing the
RMSEs reported in the first and second columns of
Table 8 or the RMSEs reported in the third and fourth
columns of Table 8).

In the second evaluation of the proposed system,
the performance of proposed system is compared with
similar systems that used BGSA for feature selection
or conventional Elman-type DNN for prosody
generation (Table 9).

The number of weight connections in the proposed
DNN model when performing/not-performing feature
selection is reported in Table 10. As seen in Table 10,
the total number of weight connections is reduced by
26.5 percent when feature selection is performed
(when employing the same number of hidden nodes in
the two experimental cases). This reduction in the size
of connections resulted in 32.8 percent reduction in the
run time of the prosody generator. It is noted that the
activation function of hidden nodes was sigmoid with
more computational complexity as compared to the
linear activation function of output nodes. So, by
performing feature selection, the number of input links
to the hidden neurons is reduced significantly which
resulted in considerable reduction in the run time of
prosody generator.

Using semantic-related features and employing a
hybrid GA-ACO feature selection algorithm are the
main contributions in this system. By using semantic-
related features, the number of input features to the
prosody generator is increased by 5 (Table 3). On the
other hand, the hybrid FS algorithm reduces the
number of features by 19. So, the total number of input
features is decreased by 14 as compared to the system
which has 32 input features and does not employ
semantic-related features and FS unit. In other words,
the total 37 input features are reduced to 18 input
features (i.e., 51 percent reduction in the number of
input features) which is an important achievement in
simplification of neural-based prosody generator.
However, the performance of this prosody generator is
not degraded significantly as compared to the main
system (by comparing the performance results reported
in the first column and second or fourth columns of
Table 8).

The prediction accuracy of the mentioned prosodic
information is also analyzed by conducting listening
tests to evaluate the quality of synthesized speech. For
this purpose, six rating scales of listening effort,
comprehension problems, articulation, pronunciation,
speaking rate, and voice pleasantness are used to
evaluate the quality of synthesized speech as
International ~ Telecommunication Union-Telecom
sector (ITU-T) recommends in ITU-T P.85 [80].
However, other nonstandard computational models
have also been proposed for robust voice quality
classification such as fuzzy-input fuzzy-output SVM
(F?SVM) algorithm proposed by Scherer et al. [81].
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Table 8. RMSE of generated prosody information using modified EIman-type DNN in four experimental cases

. RMSE (using hybrid RMSE (using RMSE (using hybrid GA- RMSE.(usmg no-
Prosodic f - . FS unit and no-
. - GA-ACO FSunitand | semantic features ACO FS unit and no- -
information - . . semantic features)
semantic features) and no-FS unit) semantic features) [19] [19]

Pitch contour | 5 gg 0.89 1.07 0.95

(ms/frame)

Log-energy level

(dB) 4.11 3.85 4.29 4.07

Vowel duration 368 321 201 353

(ms)

Syllable duration 511 443 53.2 48.4

(ms)

\_/owel onset 6.1 56 6.8 59

time (ms)

Inter-syllable 26.8

pause duration 35.4 ' 375 29.1

(ms)

Table 9. Performance comparison of the proposed system with two similar systems using BGSA-based feature selection or
conventional Elman-type prosody generator

RMSE of the RMSE of similar system RMSE of similar system

Prosodic information using BGSA for feature using Elman-type DNN

proposed system selection for prosody generation
Pitch contour (ms/frame) 0.98 1.05 1.13
Log-energy level (dB) 411 4.02 4.23
Vowel duration (ms) 36.8 39.1 38.7
Syllable duration (ms) 51.1 52.9 54.3

Vowel onset time (ms) 6.1 6.4 6.6

Inter-syllable pause duration (ms) | 35.4 37.7 38.6

Table 10. Number of weight connections in the proposed DNN when selecting/not-selecting input linguistic features

Type of connection Number of_connectlons Whep not- Number _of connections When
performing feature selection performing feature selection
Input layer to the hidden layer _ _
(feed-forward + feedback) 814+484=1298 396+484=880
Hidden layer to the output layer _ _
(feed-forward + feedback) 198+81=279 198+81=279
Total number of connections 1577 1159

A total of 20 listeners, from 15 to 48 years old, were Table 11. Quality assessment of the proposed method based

participated to subjectively evaluate 24 audio files with on ITU-T P.85 recommendation
lengths ranging from 10-15 seconds. The sub_jects, 10 Standard
males and 10 females, heard each utterance twice; once Quality factor Meanof 5- | i tion of 5-
to rate according to listening effort, comprehension point scale point scale
problems, and articulation, and the second time to rate Listening effort | 3.74 0.78

the quality of pronunciation, speaking rate, and voice Comprehension | , - 0.61
pleasantness. The listeners filled out a questionnaire problems : :

based on these factors and scored them on a 5-point Articulation 3.92 0.83

scale. Based on these subjective evaluations, the mean Pronunciation | 3.48 0.69

opinion score (MOS) for the proposed system was Speaking rate 4.61 0.30

found. It is noted that the responses were translated to Voice

a numeric range from 1 to 5 in which 5 is the most pleasantness | 24 0.72

positive. The mean and standard deviation of the 5-

point scores are given in Table 11.
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VII. CONCLISION AND FUTURE WORK

A modified EIman-type DNN was used for prosody
generation in this study whose inputs were both word-
level and syllable-level linguistic features. A hybrid of
GA and ACO algorithms was used for feature selection
to result in a light neural model for prosody generation.
The pitch contour and log-energy level of a syllable, the
duration of a syllable and its constituent vowel, the
vowel onset time in a syllable, and inter-syllable pause
duration were the prosodic information that were
generated by the proposed model at the output layer of
DNN. Experimental results showed that the proposed
prosody generator can offer an acceptable RMSE of
mentioned prosody information when using the hybrid
FS unit as compared with the case of no-FS unit. The
performance of proposed system was also compared
with similar systems that used BGSA for feature
selection or conventional EIman-type DNN for prosody
generation. The quality of synthesized speech was
assessed based on ITU-T P.85 Recommendation that
considers intelligibility and naturalness of speech, as
well.

As future work, other FS methods such as ones
reported in Table 1 can be employed instead of the
proposed hybrid method. In addition, purifying the
input features to the proposed system by considering
more new and informative ones based on an extensive
set of behavioral findings related to human speech
modification depending on a listener-oriented approach
[82] is another proposal for future research.
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