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Abstract— State-of-the-art researches in unsupervised automatic keyphrase extraction focused on graph analysis.
Keyphrase ranking is critical step in graph-based approaches. In this paper, we follow two main purposes including
choice of good candidate phrases and computing importance of candidate phrase by considering the mutual information
between words. Our documents representation improves the process of candidate phrases selection by constructing a
single graph for all documents in the collection. We enjoy from parallel minimum spanning tree to prune irrelevant
edge relations. We also consider second order co-occurrence of words by point-wise mutual information as a similarity
measure and importance of terms to increase the performance of keyphrase ranking. We formed a single graph of co-
occurrence network for all documents in the collection and analyze co-occurrence network with different settings. We
compare our method with three baseline approaches of keyphrase extraction. Experimental results show that applying
second order co-occurrence analysis improves keyphrases identification accuracy.

Keywords-component; graph analysis, similarity measure, point-wise mutual information, co-occurrence networks,

keyphrase ranking

. INTRODUCTION

Keyphrase includes terms in a document that give a
brief summary of its content and main concepts as the
document is related to them. This task is used widely in
many areas of information extraction such as a digital
library[1],[2]. It’s a critical task in natural language
processing, document categorization and clustering

[31.[4].

Although there are some structured texts, which are
labeled with keyphrases by the authors, other resources
such as web pages and social media content are still
semi-structured text. They include different domains
such as scientific, news, sports and blogs[5]. There are
two overall categories for extracting keyphrase:
supervised and unsupervised. The supervised approach
[1] regards keyphrase extraction as a classification task,
in which a model is trained to decide whether a

candidate phrase is a keyphrase or not. Supervised
methods require a document set with human-assigned
keyphrases as training set [6]. The first task in
supervised keyphrase extraction as a classification is
carried out by [1]. The supervised methods need
manually annotated training set which is time-
consuming[7],[8]. In this paper, we focus on
unsupervised method. As the manual tagging or
providing a comprehensive list of human labeled
keyphrases is time-consuming, we apply unsupervised
learning in this study.

In the unsupervised approach [9], Offered a graph-
based ranking method which builds a word graph
according to word co-occurrences within the document.
It uses PageRank as a random walk technique to
measure word importance[6].
Existing graph-based methods compute an importance
score for each word. Most of unsupervised method has
faced two challenges.
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First, selecting
proper candidate phrase, especially candidate phrase
with the length of 3-4 using background knowledge to
understand deeper structure of document[10],[11]. This
point of view can be facilitated by involving term
weighting methods, constitution of parallel minimum
spanning tree for eliminating original graph to get
proper relevant edge and use page rank to propagate
importance of words across the graph. The second
challenge is computing importance of candidate phrase
with a length of 3-4 words. We proposed a ranking
method for candidate phrase. We compute words
similarity based on second order co-occurrence
analysis. This ranking methods assigned a weight to
each candidate phrase. It helps us to find candidate
keyphrases and non-keyphrases more precisely[12].

Il.  RELATED WORKS

TextRank [9], is a scoring algorithm of random
walk modelling that represents text by a graph. Each
vertex corresponds to a word type and its weight is the
number of times the corresponding word types co-occur
within a certain window. SingleRank [13] is similar to
TextRank [9] with several differents. First, its edge
weight is equal to the number of corresponding words
co-occur. Second, TextRank filter the word type based
their part-of-speech, whiles [13] does not consider such
limitation. Finally, it uses a window size of 10.
ExpandRank [13] is another extension of TextRank [9].
For a document d, it exploits K similar documents in
corpus, by using a similarity measure (e.g., cosine
similarity). Then, it builds a graph for document d by
using the co-occurrence analysis of the words of these
K neighbors. Once the graph is constructed then the rest
of the procedure is same to SingleRank. Z. Liu et al. (Z.
Liu, Li, Zheng, &Sun, 2009) Proposed a cluster-based
approach called KeyCluster to cluster candidate words
based on their semantic relationship.

Three clustering algorithms are used of which
spectral clustering yields the best score. Once the
clusters are formed, one representative word, called an
exemplar term, is picked from each cluster. Finally,
KeyCluster extracts from the document all the longest
n-grams starting with zero or more adjectives and
ending with one or more nouns, and if such an n-gram
includes one or more exemplar words, it is selected as a
keyphrase.

Fig 1. Keyphrase extraction system

In the
final step,
candidate phrases are sorted by their scores. For
example, If selected keyphrase includes one or more of
the top-ranked keywords words [15],[16] or sum of the
ranking scores of its words sequence which causes it
have a top score[13].

I1l.  MOTIVATION

In this paper, we proposed an unsupervised method
for automatic keyphrase extraction. We deal with two
challenges. Most of unsupervised methods deal with
two challenges. First, they do not understand deeper
structure of document. As many recent work has
focused on algorithmic development, we want to use
background knowledge to understand deeper structure
of document. This point of view can be facilitated by
involving deeper knowledge of document Such as
individual term weighting methods, constitution of
minimum spanning tree for eliminating original graph
to get proper relevant edge and use page rank to
propagate importance of words across the graph.

most of keyphrases have length of 1-4 words [17].
Keyphrases are normally composed of nouns and
adjectives, but may occasionally contain adverbs or
containing Conjunction, prepositions, hyphens and
apostrophes[18]. Those often used in the documents to
be one of the following forms:

e Simple key words (e.g. “phrase”, “topic”)
e Noun phrases (e.g. “page rank”, “key word”,
“topic modelling”).

Second challenge is ranking candidate phrase with
a length of 3-4 words. It's possible to propose a method
to handle the large number of documents, by using
statistical methods, especially those that semantically
improve vector space representation of term-document
matrix. It will help system to distinguish candidate
keyphrases and non-keyphrases. We proposed a new
ranking method for candidate phrases with the length of
3-4 word to find prior keyphrases. We enjoy point-wise
mutual information by considering second order co-
occurrence of words.

IV. METHODOLOGY

Similar to most of unsupervised approaches, the
proposed method comprises three main steps: Pre-
processing, Candidate Selection and Candidate
Ranking[19]. Fig.1 represents general framework of
proposed method.
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A. Proposed Algorithm

We describe an algorithm based on forming
distributed minimum spanning tree of single corpus
graph(See Fig.2). First, we do pre-processing steps on
document collection. Then term weighting methods
applied to extract individual score for each word
(feature). After computing edge importance by point
wise mutual information co-occurrence analysis of two
word in whole corpus, co-occurrence network is created
to show candidate phrases then random walk method
such as Page Rank applies to propagate score of the
word and edges across network. Nodes with high
weights are keywords. In this step, we prune
unnecessary relation between words using minimum
spanning tree. we find candidate phrase considering
three conditions in section (A.2). Finally, we use
candidate phrase ranking method to find prior
keyphrases.

Function KPE-PMST Returns A List Of Keyphrase
Inputs: D ={d,,d,, ..., d,},

K /1 number of extracted
phrase

WM /1 term weighting method

ws /I windows size
Output:

KPL I/ list of key phrases

result < remove-stopword (d, stopwords list)
(result, pos) < stanford_pos_tager(result)
eliminate words space with specific pos tag
result < reduce _space (result-{adj, nn, nns, nnp})
return a weighted term vector by deploying different
weighing methods
w; «—individual_weighting (result, twm)
g(e,v) = conduct graph(w, result)
for each vertex v;, vj inv
<_virwj __ co—occurrence(v;,v;,ws)
‘liiU‘lij tf(vl-)+tf(v1-)
keyword scoring: return an importance weight for each
word inv
(keyword score, R (t;)) — page_rank (e, v, w,)
candidate selection: return candidate phrases
(candidate phrases) < candidate selection (2-gram,3-gram, D)
remove phrase from candidate list
for each phrase cp in candidate phrases
if (cp” stopwords list) <>null
remove (cp)
(pmst_tree(e’,v)) < parallel minimum spanning tree (g (e, v))

€ij

candidate ranking: SOC_PMI(.) is our ranking method
return ranked kephrase and KPL is a list of keyphrases
for each phrase cp in candidate phrases
if (cp N pmst_tree(e’,v)) ==null
remove (cp)
else
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In Pre-Processing phase, we do three common tasks
which include:

. We apply a stop word list to remove
ineffective and common words[14].

. We consider words with certain part of-speech
tags (e.g., nouns, adjectives) as candidate
keywords[15]. In our experiments, we apply the
following tags captured from Stanford POS Tagger [20]
as candidates words: Noun, Proper Noun and Adjective.

. In the third step, we build a weighted term-
matrix for all terms in the corpus based on their
“individual importance” . We also consider three
measures for this purpose namely, Entropy, Mutual
information and variance approach[20].

3) Graph Model

The graph model is based on vector space model
[21] by weighting each term according to its degree of
“individual  importance”  regardless of term
associations. Term-document weighting method such
as, TF-Tdf weighting set the weight of each term
individually without considering its correlation with
other terms and their occurrences[22]. As a result, such
methods omit latent and valuable information among
the terms. Due to the above, we first set the weight of
each term in collection as “individual importance” then
compute “association’s importance” by constructing
co-occurrence network and measuring similarity as an
edge weight between pair-terms by co-occurring
analysis[19], [23]. We organize the single graph for all
documents and their constructing units (words).

4) Keyword Ranking

After conducting graph and assigning an individual
weight to each vertex, edge similarity between two
vertexes is calculated by measuring number of co-
occurrence between them within all documents[24].
When the network co-occurrence is formed, the edge
weight is propagated across the network using random
walk algorithm

5) Term Weighing Methods
In the first step, we set “individual importance” of
each word. We use the following Tf-Tdf weighing
method.

TF_idf (t;) = tf(t;, di) X idf (t, D) €y

Inverse document frequency weight is the most
standard To separating terms among documents as
follows[25]:

LDJ

KPL = KPL U SOC_PMI(ciI
Fig2. Pseudo code of proposed algori
1) Preliminaries
Let D = {d,,d,, ...,d,} be a set of document and
V ={t,,t,, ..., t,,} is vocabulary which be set of all
terms in corpus. For a document di, corresponding term
weights vector is represented as di ={wi,..., Wi},

where wi indicates how much w; contributes to
document di.

2) Pre-Processing
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Some of frequent terms are less relevant to
document concepts because they are irreverent to whole
collection except a few documents[26], [27]. We
exploit the three weighting methods, including mutual
information, Entropy and term variance-based method
and compared with TF_idf in table3 and table.4. Mutual
information is use to compute the feature importance by
measuring the statistical dependence between the
feature and the document collection. It computes term
weight ti as follows[25]:
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) p(dj|ti))
1t D) = p(t) z p(d;]60) <1og @) ) @

d]'ED

Where P(d) is occurring probability of document dj
in collection. P(t;) shows the occurring probability of t;
in the document collection, P(dilt;) is the probability that
document d; contains term ti. Entropy is another
measuring method which can compute the weights for
features [28],[25]. It is based on uncertainty theory and
illustrated in following equation;

|D|

1
loglmle(dmi)logp(d,-vi) &
]:

EN(t) =1+

[29]proposed term variance approach which is
computed as follows[25]:

ti

« |D)| 1 D]

= Z Oéj,ti - W Z Oéj,fi] (5)
j=1 j=1

previews and a more full-featured instant messaging
client. Yahoo says this speed boost should be
especially noticeable to users outside the U.S. with
latency issues, due mostly to the new version making
use of the company’s cloud computing technology.
This means that if you're on a spotty connection, the
app can adjust its behavior to keep pages from timing
out, or becoming unresponsive. Besides the speed and
performance increase, which Yahoo says were the top
users requests, the company has added a very robust
Twitter client, which joins the existing social-sharing
tools for Facebook and Yahoa. You can post to just
Twitter, or any combination of the other two services,
as well as see Twitter status updates in the update
stream below. Yahoo has long had a way to slurp in
Twitter Feeds, but now you can do things like reply
and retweet without leaving the page.

Fig 3. CNN news with drawing stops words as cut-off
window
We draw minimum spanning tree from original co-
occurrence network to find a tree whose sum of
vertexes’ weight is minimal and covered all vertices in
the graph. We wuse parallel implementation of
Boruvka’s_Minimum_Spanning Tree Algorithm by

where 0F; ,; represents the frequency that the term
ti occurs in the document d;[26].

6) Measuring Similarity

Each word is a vertex of the graph. After computing
the individual importance of the words by term
weighting methods, a term-document matrix with initial
weights is prepared[23]. Then, the relation between
vertexes is captured by measuring the co-occurrence
count of them within a sliding window N[30]. We
extend this measure in section.8 (Ranking Method). In
[9] shown that the edge direction of graph does not
influence the accuracy of keyphrase extraction so
much.

7 Candidate Selection
We apply three-stage filter for candidate selection.
This filter is applied for each term and its neighbors in
document collection.

Since keyphrases are usually noun phrases, we only
add adjectives, nouns and proper noun in word graph.
We apply the following pattern for candidate
selection[19]:

(adjective)*(noun)+.

Using stop words as contour phrases. Fig.3
illustrates part of article in CNN news website with
drawing stops words as phrases cut-off window. The
green highlighted area are candidate keyphrase. It can
be inferred that using stop words and conjunctions as
cut-off widows improve detection of proper candidate
keyphrases.

Yahoo wants to make its Web e-mail service a
place you never want to -- or more importantly — have
to leave to get your social fix. The company on
Wednesday is releasing an overhauled version of its
Yahoo Mail Beta client that it says is twice as fast as
the previous version, while managing to tack on new
features like an integrated Twitter client, rich media

S.Chung et al. [31].

8) Ranking Method
Given the three ranking functions for comparison:
First technique is similar to [4], we can rank candidate
keyphrases byZWjEKR(wj), where R(w;) is the score

assigned to word w by a keyword ranking method. We
consider another ranking technique

by ZWjEKlog R(w;) . This technique is similar to

former with the difference that calculates the logarithm
of R(w;). In [1] Turney introduced point-wise mutual
information an unsupervised learning methods for
recognizing word similarity by using Point-wise
Mutual Information. We proposed a similarity measure
between words using second order co-occurrence point-
wise mutual information. let V = {t,, t,, ..., t,, }be the
set of all unique words which occur in the documents
collections D. D ={d,,d,,...,d,} denotes a large
corpus of text containing n documents and vocabulary
V contains m unique words which occur in the D. Let t;
and t; be the two vertices of graph G=(V,E). We want
to determine the semantic similarity between t; and ta.
as we know, the majority of keyphrases have length of
1to 4 words [17]. Candidate phrases with 1 and 2 words
are easily identified, But for the rest of candidate phrase
with 3 or 4 words long, we obliged to offer a different
ranking approach. After preprocessing steps, for
recognizing triple candidate phrase, we will compute
the similarity between two words t,, t, which no direct
connection established between them. We set a
parameter o, which determines how many words can be
included in the context window. The window also
contains the target word t;, t, themself. The steps in
determining the semantic similarity consider the corpus
and some functions related to frequency counts. We
define frequency function for each words in V as f(t;)
which says how many times t; occurs in the entire
corpus[32].

Volur
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We also consider another frequency function named
Co-occurrence function for two words in corpus if
exists a connection between them (i.e. if two connected
with edge in corpus graph) and shown with ¢(¢;, ¢;). It
tells us how many times t;, t; Co-occurred together in a
window size a . We proposed point-wise mutual
information based Co-occurrence function (SOC-PMI)
only for those words having ¢(¢;,¢;) > 0,

fpmi(t“t)
=1 Cltyy) »m 6)
0g, ——21_—
S TOII0)

Where £(t;) * f(t;) >0 and m is total number of
tokens in corpus D as mentioned earlier. For word v,,
we define a set of neighbor words asi = 1,2,..,4,,
which fP™i(t;,v;) > 0 and having U, top-most value
where:

Vi=1,...,u | fP™(t;,v,)
> Pty v1) @)

As a same way, for word v,, we define a set of
neighbor ~words as j = 1,2,..,4, , which

fP™(t;,v,) > 0 and having i, top-most value where
Vj = 1""*#2 |fpmi(tj'v2) >fpmi(tj+1'v2) (8)

Value of p, and ., depend on word v. We multiply
the SOC-PMI function for all word as following:

£
pmi
= ﬂ <f . Ef;: 2)> ®

Where fP™(t;,v,) > 0 and fP™(t;,v,) > 0 and
B, By, are branching coefficient (i.e. number of nodes
with context windows size of 2 with t;and v, ). It
multiplies PMI values of all the semantically close
words of v, (Note that we call it semantically-close
because each t; co-occurs with v, in context
windows a, has high PMI value with v,) but it doesn’t
guarantee t; co-occurs with v, within the window size.
in the same way, for word v,, the SOC-PMI function is:

few) =TI, <%) (10)

Where fP™i(t;,v,) >0 and fP™(t;,v,) >0 . It
multiplies PMI values of all the semantically close
words of v, (Note that we call it semantically-close

because each word t; co-occurs with v, in context
windows a, has high PMI value with v,) but it doesn’t
guarantee t; co-occurs with v, within the window size.
Finally, we define the semantic PMI similarity function
between two words v, and v, :

S(U%,'Uz) a
_ ) few) an
151 U2

We use from Md. Aminul Islam and Diana Inkpen
work [33] for choosing value of puy,u, . It related to
how many times the word, v;, v, appears in the corpus.
They define u, as:

w = (log(ft(w)))” &= (12)

We also define a new method for determining top
most neighbors of each node as following:

- ffwy)
Hi = tog [r * IDF,,
B

5 (13)

Where IDF,, is inverse document frequency of
v; and B, is number of distinguished neighbors of v,
and ¢ is a constant for all experiments (we used J= 5).
The value of ¢ depends on size of the corpus. If smaller
corpus is used, the value of ¢ should be smaller.

V. EXPERIMENTS

A. Database

We consider two corpora for constructing our
model. First was built [13]. This dataset includes 308
news articles in DUC2001 [34]. Each article have 10
manually annotated keyphrases. The second corpus was
built by [35] contains 2,000 abstracts of research
articles and 19,254 manually annotated keyphrases. We
remove the articles shorter than 100 words. After pre-
processing steps, we build the vocabulary by selecting
20,000. We learn model by taking each article as a
document.

B. Metrics

Despite the output of most keyphrase extraction
systems are yet weak in comparison with other NLP-
Branches, it doesn’t indicate the performance is low.
Even different manual annotators can assign different
keyphrases to the same documents and rank extracted
phrase arbitrarily. We choose traditionally NLP-Tasks
metrics. It includes precision, recall, F-measure.
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Fig. 4. Co-occurrence network with 35 node, 97 edge

C. Network Co-occurrence Analysis

In this step we show network co-occurrence
analysis with two different settings. We conduct two
network co-occurrence with 11 document, 695
paragraphs and 3064 sentences. The documents
extracted from news articles in DUC2001 [34] with
several limitations. First Ineffective and stop words are
removed. Second, it has been allowed to words with
certain part of-speech tags to be candidate keywords.
These tags (Noun, Proper Name and Adjective)
captured from Stanford POS tagger [12]. Third, term
frequency rate for each word must be greater than 30
(TF'>30) and document frequency of each word must
be greater than 10 (DF?2>10). After removing stop
words and tagging, the remaining words are weighted
by one of the individually term weighing methods.
Then we run page rank as a random walk algorithm to
propagate weighted terms and importance of relations
(edges) across the co-occurrence Network. Larger
circles show higher weight in contrasting to smaller
circle.

Fig.4 illustrates first co-occurrence network with 35
node, 97 edge and windows size is whole document. As
the neighborhood window becomes larger, graph will
be full and more complete. In this situation many
irrelevant relation between words with high dispersion
are considered. Fig.5 shows second network co-
occurrence with 35 node, 61 edge and windows size 2.
As you see, nodes with the same color are strong
relevant to each other.

D. Drawing Minimum Spanning Tree

After analyzing two different network in earlier
section. In this section, we captured minimum spanning
tree from each co-occurrence network with two
different settings. We conduct two networks co-
occurrence with 11 documents, 695 paragraphs, 3064
sentences and 54867 tokens. After removing stop words
and tagging, the remaining words are weighted by one
of the term weighing methods. Then we run page rank
as a random walk algorithm to propagate weighted
terms and importance of relations (edges) larger circles
shows higher weight in contrasting to smaller circle.

! Term frequency

2 Document frequency
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Fig 5. Co-occurrence network with 35 node, 61 edge

Fig.6 illustrates first network co-occurrence with 35 conducting minimum spanning tree, candidate phrases
node, 34 edge and windows size 2. In this network are highlighted and many of weak links removed.
semantically similar keywords have same color. After
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Fig 6. Co-occurrence network minimum spanning tree with 35 node, 34 edge

E. Comparing with Baseline Methods

We outperform three baselines (TF-IDF, Page
Rank, SingleRank) on both datasets. The results show
that the proposed method is more efficient than other
methods in two datasets.This proves the effect of co-
occurrence network optimization using Parallel
minimum spanning tree so that reduces candidate
number and increases accuracy of extracted keyphrases.

TaBLE.1 COMPARING WITH BASELINE METHODS

Keyword Ranking CompariT\clmln Y\Vith Baseline
Methods ethods
Pre. Rec. F. measure
TF-IDF 0.333 0.173 0.227
Page Rank 0.330 0.171 0.225
SingleRank 0.286 0.352 0.2
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| PMST*+PageRank+MI* [ 0286 | 0352 | 0321 |

Comparing our result with different baseline methods when the
number of extracted keyphrases from each document is 5 using

dataset DUC[34].
The comparing result of our method with the other
baseline methods under precision, recall and F-measure
has been shown. (See Table.1 and Table.2).

TABLE.2 COMPARING WITH BASELINE METHODS

Table.4 Keyphrase Extraction Results

comparison with
Keyword i
] lﬁyph,\r,lasti | Ra);lvl\iing Baseline MethodsF.
anking vietho Methods Pre. Rec. measu
re
TF-IDF 0.376 0.196 0.271
Page Rank 0.330 | 0.171 | 0.283
Zlog R(W)) SingleRank | 0.253 | 0.321 | 0.277
= PMST+
/ PageRank + | 0359 | 0.386 | 0.376
M1’

Comparing our result with different baseline methods when the
number of extracted keyphrases from each document is 10 using
dataset[35].

Table.3 Keyphrase Extraction Results

Keyphrase Ranking
Method

Keyword Term : Z R(t: Z log R(w
Ranking | Weighting Csz?(i't?g;e ) 8 R(
Method Method £k ticK

F. measure | F.measure
PageRank tf*idf PMST+ 0.292 0.201
PageRank ENF Stops 0315 0315

5 words cut-

PageRank Mi off 0.341 0.343

Comparing results of different settings of proposed methods
when the of extracted keyphrases from each document is 10 using
database DUC[34].

Moreover, we show the relation between number of
extracted keyphrase per document and f-measure (f-
score) for all documents in the corpus(See Fig.7, Fig.8).
These curves are evaluated on different numbers of
extracted keyphrases. Table.1 and Table.2, show that
the proposed method has better overall performance by
increasing the number of extracted keyphrases. Finally,
we compare our proposed keyphrase ranking method
with other baselines on [35] dataset. Table-5 shows that
the proposed method is more efficient in identifying
good keyphrase with the length of 3-4. This proves the
effect of considering second order co-occurrence point-
wise mutual information.

TABLE.5 DIFFERENT RANKING METHODS

Keyphrase
Ranking Method
R(t) Z log K
Keyword Term - Z -
Ranking | Weighting %ae?gc'ggrt]e ek ek
Method Method = E
measure measure
"
PageRank tf*idf PMST+ 0.250 0.248
Stops
6
PageRank EN words cut- 0.261 0.262
ff
PageRank M1 0 0265 | 0266

averag F Scare

Comparing results of different settings of proposed methods when
the number of extracted keyphrases from each document is 5 using
dataset [35].

We, also compare different version of our proposed
methods with different settings (See Table.3 and
Table.4) Our method exploits the advantages of both
minimum spanning tree and PageRank, by eliminating
irrelevant weak phrase from space of candidate
keyphrases.

keyphrase rumber

Method “single rank-de page rank-l+ pmst-prom

6
%}gof’.yComparing F-measure of proposed method with

7 Mutual Information Baseline

averag F Score

Phrase Keywo rd Term Caalj[gld F
- Ranking Weighting - .
Ranking Method Method Selectio | Measure
n

Z R(%) PageRank Variance 0.341
= Approach ’

J PMST+

Stops

Z log R(| pageRrank infl\(;lrl:‘rt]l:i?ilon words 0.343
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VI. CONCLUSION

In this paper, we proposed an unsupervised method
for automatic keyphrase extraction. Most of
unsupervised methods deal with two challenges. First,
they do not use background knowledge to understand
deeper structure of document. This point of view can be
facilitated by involving term weighting methods and
constitution of parallel minimum spanning tree for
eliminating original graph to get proper relevant edge
and use page rank to propagate importance of words
across the graph.

Second challenge is computing importance of
candidate phrase with a length of 3-4 words. We
proposed a new ranking method for candidate phrase
with 3-4 long. We use candidate phrase ranking
method to find prior keyphrases. We enjoy point-wise
mutual information by considering second order co-
occurrence of words. This ranking methods assigned a
weight to each candidate phrase. It semantically
improves vector space representation of term document
matrix. It will help system to distinguish candidate
keyphrases and non-keyphrases.
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