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Abstract— In this article, a new approach is proposed for text detection, extraction and inpainting in color images. The 

proposed algorithm includes three stages. In the first stage, several gradient based operators and image corners are 

utilized to localize text blocks. We use a new block split and merging algorithm to enhance the accuracy of text 

localization algorithm. An SVM based text verification algorithm is then employed with a new set of features to reject 

non-text blocks. To inpaint text areas, we cluster different colors in the text blocks using k-means clustering algorithm 

and estimate background and text colors. Then a color segmentation algorithm is employed to detect characters’ pixels 

accurately. In the third stage, the proposed inpainting algorithm is applied to restore initial image contents. The 

inpainting algorithm is based on a matching algorithm that considers the priority for inpainting the pixels. 

Experimental results and a comparison of the results with those of other methods show the efficiency of the proposed 

algorithm.  

Keywords- text detection; text localization; image inpainting; structural and textural features; color segmentation.  

 

 
I. INTRODUCTION  

Nowadays, text detection and recognition in image 
and video frames is a widespread research area. Text 
subtitles in videos and images are used to give more 
information about the image or video. Text detection 
and recognition algorithms are used in different 
applications like video and image retrieval and OCR 
applications. Video or image inpainting aims to restore 
missing or defective part of an image or video by 
utilizing spatial and temporal information from the 
neighboring scenes.  

In this paper, we aim to extract and inpaint text areas 
in color images or video frames. The proposed 
algorithm is useful for various image and video 
processing applications like image and video retrieval, 

automatic text inpainting in image and videos with 
subtitles and so forth. Since the inpainting algorithm 
employs the information of neighboring pixels for 
recovering original data, it is necessary to extract text 
areas more precisely. Therefore the proposed algorithm 
includes three different stages: 1- text localization 
which detects text blocks in the image, 2- text extraction 
which extracts character areas more precisely and 3- 
text inpainting, which uses spatial information in the 
neighboring scenes to recover the original image 
contents. The proposed algorithm is fully automatic and 
does not require any human user intervention. Several 
approaches have been proposed for the text localization 
in images. Existing approaches for the text localization 
can be roughly divided into three groups, including 1- 
color based approaches [1, 2], 2- gradient based method 
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[3, 4] and 3- methods based on textural and structural 
synthesis [5-24]. 

Color based approaches assume a predefined color 
for the text. Therefore, they lose their generality when 
the text color is not predetermined. These methods 
analyze connected components after color 
segmentation for the text localization [2]. 

Gradient based approaches utilize the high contrast 
of the text areas for text detection. These approaches 
generally employ the directional gradient of the image 
for text localization. Gradient based approaches can be 
utilized both in color and intensity images. These 
algorithms generally apply a threshold to the outputs of 
the gradient based operators and extract connected 
components. Consequently, these approaches are 
referred as connected component based algorithms as 
well. 

In [25] combined edge and color information are 
used for text detection in natural images. The method 
also utilizes stroke width information to filter out non-
text areas. Shekar  et al. [26] employed the fusion of 
Discrete Wavelet Transform (DWT) and gradient 
difference for text localization in video frames. This 
approach first extracts keyframes of the video and apply 
multilevel DWT to obtain text-like image. Then the 
output of the DWT image is filtered using a Laplacian 
filter and consequently maximum gradient difference is 
used to localize text regions. 

Methods based on the structural or statistical 
features mostly utilize text classifiers to distinguish 
between text and non-text areas. These features are 
generally utilized to train a classifier for text area 
detection. These methods are mostly used for the 
verification of the extracted text blocks and are rarely 
used for the text area localization directly. Different text 
classifiers may be used for text verification like neural 
networks [11, 23, 27] and SVM based approaches [8, 
15]. 

In [28] an improved Maximally Stable Extremal 
Region (MSER) based method is used for text 
detection. The method uses a hierarchical approach for 
text region extraction. The experimental results show 
the effectiveness of this algorithm for detecting 
multilingual texts. In [29], an approach is proposed for 
text detection based on wavelet transform and angle 
projection boundary growing. In this algorithm, video 
frames are divided into blocks and probable text blocks 
are identified by using a combination of wavelet 
transform and median-moments with k-means 
clustering. Yin et al. [30] employed adaptive clustering 
algorithm for multi-orientation text detection in natural 
scene images. The method utilizes several sequential 
grouping steps comprising morphology-based grouping 
via single-link clustering, orientation-based grouping 
via divisive hierarchical clustering and projection-
based grouping algorithms.  

The output of the text localization algorithm is 
mostly text blocks. To inpaint the text areas more 
efficiently, it is necessary to extract the text characters 
more precisely. Different algorithms have been 
proposed for the character extraction in the text blocks. 
Document binarization is the mostly used method for 
the text extraction. Local thresholding algorithms like 

methods proposed by Niblack [31], Wolf [32], Sauvola 
and Pietikainen [33], Hao [34] and Wu [35] estimate 
different local thresholds for image pixels. Some 
algorithms like Sauvola and Pietikainen [33] and Wu 
[35]  may also combine local and global thresholding 
algorithms. 

 Inpainting is an approach to restore the damaged 
areas in image by utilizing the neighboring scene 
information. The efficiency of the inpainting algorithm 
is determined based on the similarity between the 
restored and the original image. Several approaches for 
image inpainting have been proposed, which they can 
be classified into three groups:  

1. Algorithms based on image interpolation, which 
mostly utilize Partial Differential Equation (PDE) 
or variational approaches [36-41].  

2. Methods based on texture synthesis or block 
copying algorithms [42-46]. 

3. The combination of interpolation and texture 
based approaches [47-54]. 

The first group takes color or intensity information 
of the pixels around the damaged region and diffuses 
the information into the damaged regions gradually in 
several iterations. BSCB [37], Curvature-Driven 
Diffusion (CDD) [41] and Total Variation (TV) 
algorithms [38-40] which are generally based on PDE 
algorithm are categorized in this group. They work 
relatively well in filling thin damaged regions. 
However, in large regions or region with sharp edges, 
they result in blurry edges. Their efficiency is also 
highly dependent on the input parameters and the large 
number of steps leads to high computational cost.  

In algorithms based on texture synthesis, the region 
around the damaged area is searched to find a texture 
similar to the texture of the damaged pixels. Then the 
damaged pixel is replaced with a pixel with a similar 
texture. Guo et al. [44] proposed a method based on 
structure feature replication and morphological erosion. 
The method has the advantage of restoring several 
pixels at each inpainting iteration.   

The inpainting method of Elango and Murugesan 
[42] is based on Cellular Neural Network (CNN). The 
method uses a recursive approach for inpainting, which 
increases the computational burden of the algorithm.   

In [45] an inpainting algorithm was employed to 
enhance the efficiency of image compression 
algorithm. In this approach, some regions are 
intentionally and automatically removed at the encoder 
and are restored naturally by image inpainting at the 
decoder to increase the compression rate of the 
proposed algorithm. The inpainting algorithm in the 
decoder side receives some necessary information from 
the encoder to help restoration.  

The third group of inpainting algorithms combines 
interpolation with texture synthesis to increase the 
efficiency of the inpainting algorithm. These methods 
generally decompose the input image into different 
textures and structures and apply texture synthesis and 
interpolation methods in a combined manner. The 
methods generally suffer from the high computational 
burden. 
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The algorithm of [53] is based on patch propagation 
by inwardly propagating the image patches from the 
source region into the interior of the target region patch 
by patch. In each iteration of patch propagation, the 
algorithm is decomposed into two procedures, 1- patch 
selection and 2- patch inpainting. The method used 
structure sparsity for patch selection. They assumed that 
the selected patch on the fill-front is the sparse linear 
combination of the patches in the source region. 

 In [52] instead of replacing the gray value with that 
of the matching point, the gradients of half-points in the 
neighborhood of a damaged point and its matching 
point are used to estimate the gray value of the damaged 
point, directly.  

The inpainting algorithm of [54] decomposes the 
image into the sum of two functions representing the 
underlying image structure and image textures 
respectively. Then the functions are separately 
reconstructed and finally are merged to build the 
inpainted image. The method suffers from image 
blurring and low processing rate.  

In this paper, we propose a new algorithm for text 
localization, extraction and inpainting, which is based 
on our previous work [8]. The proposed text 
localization algorithm is based on the image gradient 
and image corners. We use a new block split and 
merging algorithm to increase the accuracy of text 
localization algorithm. We also employ an SVM based 
text verification algorithm with new sets of textural 
features to reject non-text blocks.  To extract text 
characters, we estimate background and text colors in 
the candidate text blocks using a clustering algorithm. 
Then based on the text color histogram, text areas are 
determined precisely. We use a fast inpainting 
algorithm to fill character areas, which is based on 
texture synthesis and priority based on image structure. 
This algorithm is based on the combination of erosion 
operation, matching and the idea of repairing damaged 
pixels with priority based on image structure. 

The paper is organized as follows: in section II, we 
discuss the general block scheme of the proposed 
algorithm. In section III, we present text localization 
algorithm. The proposed algorithm for extracting 
characters is described in section IV. Section V 
represents the inpainting algorithm for text area filling. 
Experimental results appear in section VI and we 
conclude the paper in section VII. 

II. GENERAL BLOCK SCHEME OF THE ALGORITHM 

Fig. 1 shows the general block scheme of the 
proposed algorithm. As shown in the figure, our 

algorithm comprises three stages including 1- text 
localization, 2- text extraction and 3- text inpainting. 

The aim of the text localization algorithm is to 
detect text blocks in the image or video frames. The text 
localization algorithm utilizes image gradient and 
image corners to locate initial text blocks. We then use 
a new block split and merging algorithm to increase the 
accuracy of text localization algorithm. In the second 
stage of text localization algorithm an SVM based text 
verification algorithm is used. The aim of text 
verification algorithm is to reject some non-text blocks 
that are extracted in the first stage of text localization 
algorithm. 

The second stage of the proposed algorithm is text 
extraction. The aim of the text extraction algorithm is 
to extract text pixels from the text blocks. The algorithm 
starts with the estimation of text and background colors 
in the blocks using k-means clustering algorithm. In this 
stage, several text colors may be estimated. To estimate 
the true text color, the initial text colors are compared 
with background colors and the color with maximum 
distance to background colors is selected as the text 
color.  

The final stage of the proposed algorithm is the 
inpainting stage. This stage aims to remove text areas 
and recover original data of the image. The proposed 
inpainting algorithm is an iterative algorithm based on 
texture synthesis and matching and the priority of the 
damaged pixels. The algorithm first extracts border of a 
text region. Then pixels with higher intensity variation 
in the border are inpainted. The algorithm follows by 
inpainting remaining pixels in the border. The 
algorithm is iterated to inpaint all the pixels of the text 
area. 

III. TEXT LOCALIZATION 

The aim of the text localization algorithm is to 
detect text blocks in the image or video frames. Text 
connectivity and the higher contrast of text pixels are 
the main properties that are used here for the extraction 
of the text blocks.  

To increase the efficiency of the proposed algorithm 
for text localization, a multistage algorithm is 
employed. In the first stage, initial text locations are 
detected using a combined corner and contrast based 
operators. Then text blocks are determined using block 
splitting and merging algorithm, which merges or splits 
different text blocks based on their horizontal or vertical 
projection profiles. In the next step an SVM based text 
verification classifier is used to reject some non-text 
areas. Then, the block split and merge algorithm is 
repeated to refine text blocks.   
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Fig. 1.  General block scheme of the proposed algorithm.

A. Localization of initial text blocks 

To localize initial text blocks, we detect areas with 
higher contrast and large number of corner points. For 
this purpose, we first apply a contrast enhancing 
operator to the image as follows:  

          , max , min ,max ,Id i j I i j M M I i j   

where M is a m×m window centered on image pixel 
(i,j). In our implementation, 9×9 windows are 
experimentally employed to calculate contrast 
enhanced image Id. Then, a threshold is applied to 
detect pixels with higher intensity contrast. We use an 
adaptive approach to calculate the contrast threshold 
value cthr as follows:   

          50
0 . .
Id IdIdt o w






  

 dtcthr median I  

where the median function calculates the median 
value of nonzero pixels in Idt. By applying the threshold 
to Idt, the text location image using contrast enhancing 
operator i.e. ITL1 is obtained as: 

1

1       

0       . .

dt

TL

I cthr
I

o w


 


 

We also detect small elements in ITL1 and remove 
them as noisy pixels. Text locations also include 
corners with higher density. To employ this property for 
enhancing the efficiency of the text localization 
algorithm, image corners are extracted using Harris 
algorithm [55] and binary corner image is constructed 
as: 

Yes 

Text extraction 

Estimate background colors by K-means 

clustering 

Estimate initial text colors by K-means 

clustering 
 

Compare initial text colors with background colors to obtain true text color  
 

Use a color segmentation algorithm to extract characters or text pixels 

No 

Text Inpainting 

Find borders of the text region 
 

Find pixels with higher intensity variations 

Inpaint pixels with higher intensity 

variations using matching algorithm 
 

Inpaint remaining pixels in the border 

Is there any text 

pixel?  

End 

Text localization 

Input Image 

Detect areas with high contrast 

Apply post-processing 
 

Detect initial text blocks 
 

Apply post-processing 

Detect areas with higher corner density 

Use block split and merging algorithm to refine block areas 

Use SVM based text verification algorithm to remove some non-text blocks 
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1 ( , )
( , )  

0 . .
corner

if i j is a corner
I i j

o w


 




We then use morphological dilation operator to 
extend corner points and detect areas with higher corner 
density as follows:  

2    TL cornerI I B   

where B is the structuring element and ITL2 is the text 
location image using corner densities. By combining 
the information of text location images, the initial text 
location image i.e. ITL is calculated as follows: 

1 2&TL TL TLI I I  

where & represents logical-and operation. Fig. 2 
shows a typical image and the resultant initial text 
location image. 

In the next step of the algorithm, we divide ITL into 
text blocks. To this end, we scan ITL with 100×200 
windows with the overlap of 50×100 pixels. Then the 
horizontal and vertical projections of binary pixels are 
used to divide the blocks into smaller blocks. We detect 
local minimums in the projection profiles to divide 
blocks. We then keep sub-blocks with enough number 
of pixels and repeat the split process again to obtain 
proper blocks. Fig. 3 shows four stages of the splitting 
process for extracting text blocks. 

After extracting text blocks using the block splitting 
algorithm, we calculate the density and the area of the 
blocks to keep proper text blocks. For this purpose, we 
keep only blocks with the following conditions:  

 Blocks with the density of more than 0.75. 

 Blocks with the length and height of more than 
8 pixels. 

 Blocks with the area of more than 200 pixels. 

We then merge blocks with overlap or very close 
blocks. In the case of merging, the bounding box of 
merged blocks is considered as a new block. Merging 
the blocks may create inappropriate blocks again; 
therefore we use horizontal and vertical projection 
profiles and repeat the splitting process again. We 
iterate splitting and merging process several times to 
extract proper text blocks. Fig. 4 shows the results of 
selecting initial text blocks after applying the split and 
merge algorithm. 

 

Fig. 2.   Initial text location image. (a) Input image, (b) 
text pixels using contrast enhancing operator, (c) image 

corners using Harris operator, (d) ITL image. 

 

Fig. 3.  Dividing ITL image into text blocks. (a) Dividing 
using horizontal projection profile, (b) dividing using 

vertical projection profile, (c) the second stage of splitting 
process using horizontal projection profile, (d) the second 

stage of splitting using vertical projection profile. 

B. Text verification 

The initial text blocks that are obtained in the first 
stage of text localization algorithm may also contain 
non-text areas. Therefore, we utilize verification stage 
to find and discard non-text areas. To verify text areas, 
a three-stage algorithm is utilized. In the first stage, we 
use the vertical and horizontal projection profiles of 
binary points in each candidate block at ITL. We then 
apply a threshold to projection profiles using the mean 
and standard deviation of profiles as follows: 

0.5*ph ph phT m    

0.5*pv pv pvT m    

where mph and mpv are the mean values of horizontal 

and vertical profile, ph and pv are the standard 

deviations and  Tph and Tpv are the threshold values for  
the horizontal and vertical profiles in each text blocks 
respectively. Then the number of profile elements 
which their value is higher than the threshold value is 
calculated. A block is considered as a text block if the 
following conditions are satisfied. 

 

Fig. 4.  The results of selecting initial text blocks.  (a) 
Input image, (b) initial text blocks in ITL image after 

applying density and size constraints, (c) merged blocks, (d) 
splitting the blocks using projection profiles. 

 0.2phN h  

0.4pvN w  

0.95pvN w  
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where h and w are the block width and height 
respectively and Nph and Npv are the number of elements 
in horizontal and vertical profiles, which their values 
are greater than the predefined threshold values.  

In the second stage of verification algorithm, we 
check the text block for the enough number of edge 
points. We extract edge points using Canny edge 
detector and discard blocks with few number of edge 
points. 

The last stage of the text verification algorithm 
utilizes a SVM classifier with new set of textural 
features to remove non-text blocks completely. We use 
three sets of textural features to verify text blocks using 
SVM classifier as follows: 

 Symmetry of text directions. 

 Features based on vertical projection of the text 
pixels. 

 Features based on co-occurrence matrix. 

To calculate the first and second group features, it is 
necessary to extract text pixels or characters precisely. 
The algorithm to extract characters using the proposed 
color segmentation algorithm will be discussed in the 
next section. In other word the third stage of verification 
algorithm is employed after applying character 
extraction algorithm.  

1) Symmetry of text directions  

Edge directions in the outer boundaries of the 
characters are symmetric as shown in Fig. 5. We define 

the symmetry ratio of text pixels in the direction of 
as: 

180

180

min( , )

max( , )

N N
SR

N N

 


 





 

where N  and 180N  are the number of pixels 

with the direction of  and 180  respectively.  

To calculate the number of pixels in a given 

direction , the binary image representing text pixels is 

extracted using the color segmentation algorithm, 
which is described in the next section. Then by defining 
a proper mask and correlating the block image with the 
mask, the number of text pixels in the specified 
direction is calculated as follows:  

BI I W    

1     if   I 5

0     o.w.  
bI






 


 

( , )b

j i

N I i j   

where BI  is the binary block image after the 

extraction of text pixels and W
 is the mask for 

detecting pixels in   direction. We use 3×3 masks and 

0 , 90   for the feature extraction. Fig. 6 shows 

the required masks to detect pixels in 90  ,0 ,90 , and 

180  directions. 

2) Features based on vertical projection of the text 
pixels  

Fig. 7 shows the vertical projection profile of a 
sample Persian text. The profile includes several peaks 
and valleys, which are related to characters and spaces 
between them. We use this property as a feature to 
distinguish between text and non-text blocks. 

 

Fig. 5.  Symmetry of pixel directions for B character. 

 

Fig. 6.  3×3 masks to detect pixels in 0 , 90 , 90  and 

180  directions. 

To extract the feature, we first detect local 
maximums in the profile and apply a threshold to 
discard small peaks. The threshold value is set to 0.1 of 
the maximum peak value in the profile. We also remove 
very close peaks. Fig. 7-c shows the results of peak 
detection and thresholding algorithm. We extract some 
features like skewness, kurtosis and third order profile 
momentum for text verification. 

3) Features based on co-occurrence matrix 

To extract features based on co-occurrence matrix, 
we first calculate co-occurrence matrix for gray level 
pixel values in the text block. Co-occurrence matrix C 
is defined over an m×n text block image I, 
parameterized by an offset (Δx, Δy), as:  

,

1 1

1,    ( , )  and ( , )
( , )

0,  . .

m n

x y

p q

if I p q i I p x q y j
C i j

o w
 

 

     






 

We experimentally use Δx=0 and Δy=2 to construct 
co-occurrence matrix C. We then extract the following 
features for the text verification. 

( , ) log( ( , ))

i j

Entropy C i j C i j  

2( ) ( , )

i j

Contrast i j C i j  

2( , )
i j

Energy C i j 

( , )

1i j

C i j
Homogeneity

i j


 
 

Fig. 8 shows the results of the proposed text 
verification algorithm. As shown in the figure, the 
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proposed algorithm can successfully discard non-text 
blocks. 

IV. TEXT EXTRACTION 

The aim of the text extraction algorithm is to extract 
text pixels from the text blocks. It is assumed that all 
the text pixels in a text block have the same color; 
however the background may be complex. The aim of 
the proposed algorithm in this paper is to inpaint the 
extracted text pixels; therefore the precise extraction of 
the text pixels is mandatory for our algorithm. To this 
intent, we estimate text color and use the color 
segmentation algorithm to extract characters or text 
pixels.  

Since the text block includes both text (foreground) 
and background pixels, we first estimate background 
colors and compare colors in the block with the 
background colors to estimate the true text color. 

To estimate colors for background area, we consider 
two areas with the height of two pixels above and under 
the candidate text block as shown in Fig. 9-(b). Then k-
means clustering algorithm is employed to cluster 
background colors. For clustering background color, 
we start by K initial clusters, which are estimated using 
the histogram of different color channels. After 
applying k-means clustering algorithm, several clusters 
with higher number of members are selected as the 
candidate background colors. 

 

Fig. 7.  Feature extraction using vertical projection profile 
of text pixels. (a) A text block, (b) vertical projection 

profile, (c) profile after peak detection and thresholding. 

 

 

Fig. 8.  Results of the proposed text verification algorithm. (a) 
Input image, (b) initial candidate text blocks, (c) text blocks after 

text verification using projection profile, (d) text verification using 
edge density constraint, (e) final text blocks after verification using 

the SVM classifier. 

To estimate initial clusters for k-means algorithm, 
we calculate histogram of pixels for each color channel 
and after applying one-dimensional smoothing filter 
and thresholding algorithm; the local maximums in the 
histogram are employed to determine initial clusters.  

We also employ k-means clustering algorithm to 
partition different colors in the text block into several 
clusters. These clusters include both text and 
background colors. Therefore by comparing the color 
clusters of background pixels with color clusters of the 
text block, the similar colors are removed and the 
cluster of the text block which has the maximum 
Euclidian distance from the clusters of the background 
is selected as the text color.  

To increase the efficiency of the proposed algorithm 
for estimating text color, we also divide the text block 
into several sub-blocks and estimate text color in each 
sub-blocks. Then, the clusters with similar colors are 
merged and finally the cluster with maximum number 
of members is selected as the text color.  

When the text color estimated, a color segmentation 
based on the Euclidian distance is employed to extract 
text pixels or characters. In this method a pixel is 
considered as text pixel, if the Euclidian distance 
between its color and the estimated text color is less 
than the color radius R. R value has the major impact on 
the accuracy of the text extraction algorithm. To 
determine R value, the minimum distance between the 
selected text color cluster and clusters related to 
background colors is calculated. We then estimate R 
value based on this distance.   

  

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ic
t.i

tr
c.

ac
.ir

 o
n 

20
24

-0
5-

05
 ]

 

                             7 / 14

https://ijict.itrc.ac.ir/article-1-99-en.html


Fig. 9 shows a typical text block, clusters for 
background, the text block and the extracted text pixels. 
As shown in the figure, the algorithm can extract text 
pixels successfully even in low contrast images. 

V. TEXT INPAINTING 

The proposed inpainting algorithm is based on 
texture synthesis and matching and the priority of the 
damaged pixels. The algorithm finds the best matching 
pixels for the damaged pixels and repairs them based on 
the matched pixels. The proposed inpainting algorithm 
includes the following stages: 

 Find the pixels in the border of the damaged 
region by using morphological erosion 
operator. 

 To retain the structure of the image in the 
damaged region, find pixels with high intensity 
variation and inpaint using the matching 
algorithm.  

 Inpaint the remaining pixels in the borders 
using the matching algorithm and priority 
based on less damaged pixels in the 8-
neighbors. 

 Repeat the inpainting algorithm to fully 
reconstruct the damaged region. 

 

Fig. 9.  Results of text extraction algorithm. (a)  A typical 
text block, (b) background area, (c) the result of clustering 
text color, (d) the result of clustering background color, (e) 

the result of color segmentation. 

To inpaint a damaged pixel, the matching algorithm 
searches in 8×8 windows centered on the selected 
damaged pixel for the best matching pixel. The best 
matching pixel is a pixel, which is more similar to the 
damaged pixel. To measure similarity, we use Sum 
Squared Difference (SSD) criterion as follows: 

/2/2
2

, , /2 /2

( , )

( ( , ) ( , ))

x y

y wx w

c c x y

c R G B x w y w

r d d

I x y I x d y d


  



    


where r(dx,dy) represent the similarity value, w is the 
window size to measure similarity and c is the index of 
the color channel.  

To detect pixels with high variations, we calculate 
the intensity variation using 3×3 windows and SSD 
approach. Then, we apply a threshold to determine 
pixels with high variations. The threshold value is 

calculated based on the maximum value of intensity 
variations. 

 Fig. 10 shows several iterations of the inpainting 
algorithm using the texture matching algorithm with the 
proposed priority scheme and without it. As shown in 
the figure, the proposed priority scheme retains image 
structures efficiently. 

VI. EXPERIMENTAL RESULTS 

The proposed algorithm was implemented using a 
MATLAB program and tested using several images and 
video frames. To test the implemented algorithm, we 
utilized a Personnel Computer (PC) with Microsoft 
Windows 7 OS and 2.8GHZ Core Duo 2 CPU and 6MB 
cache.  

To test the proposed algorithms, we provided a 
database of image and video frames with Arabic, 
English and Korean subtitles from the internet. 

 

Fig. 10.  The results of inpainting algorithm using texture 
matching. (a) Standard texture matching, (b) the proposed 

algorithm with the priority scheme. 

 Table I shows the results of text localization 
algorithm. In this table, the results of the proposed 
algorithm are shown for the collected database with 
different text languages including English, Arabic and 
Korean. In this table, the results of text localization 
algorithm based on Laplacian [18], corner [24] , 
Discrete Cosine Transform (DCT) [20] and end-to-end 
text recognition [27] are also shown for the comparison. 
In this table, NI, DB, FP, TP, FN, DR, FAR and FRR 
stand for the Number of Images, Detected Blocks, False 
Positive, True Positive, False Negative, Detection Rate, 
False Acceptance Rate and False Rejection Rate  
respectively.  DR, FAR and FRR are defined as follows 
[56]: 

   
TP

DR
TP FN




 

FP
FAR

TP FN



 

FN
FRR

TP FN



 

As Table I shows, the proposed algorithm is more 
efficient in detecting text blocks. The results of Table I 
shows that only the results of end-to-end text 
recognition algorithm [27] is comparable with the 
results of our method. However its computation burden 
is very high in comparison with our method. The 
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average processing time for end-to-end text recognition 
algorithm is about 25 minutes for each image. 
However, the proposed method can process each image 
in 20 seconds.  

Fig. 11 shows the results of the text extraction 
algorithm. The figure shows some candidate text blocks 
and the extracted characters. The results of Niblack 
[31], Sauvola [33] and Otsu [34] methods are also 
shown in this figure for comparison. As the figure 
shows the proposed algorithm outperforms the Sauvola, 
Niblack and Otsu methods. 

Table II illustrates the results of various text 
extraction algorithms numerically.  The table shows the 
efficiency of the proposed algorithm. 

Fig. 12 shows the results of the proposed inpainting 
algorithm on several frames of a video file. As it is 
shown in the figure, the reconstructed area is not 
recognizable visually. Fig. 13 compares the results of 
the proposed inpainting algorithm with the Total 
Variational (TV) algorithm [38] with 1000 iterations 
and method based on coherence transport [47]. The 
figure shows less blurring effect for the proposed 
algorithm.  

 

TABLE I.  THE RESULTS OF DIFFERENT TEXT LOCALIZATION ALGORITHMS. 

Method Language NI DB FP TP FN FAR FRR DR 

Localization based on 
Laplacian [18] 

English 40 76 30 46 24 0.408 0.316 0.605 

Korean 50 88 10 78 10 0.114 0.114 0.886 

Arabic 50 62 0 62 4 0 0.064 1 

Localization based on 
corner [24] 

English 40 77 15 62 4 0.195 0.052 0.880 

Korean 50 86 10 76 3 0.116 0.035 0.884 

Arabic 50 62 0 62 0 0 0 1 

Localization based on 
DCT [20] 

English 40 74 30 44 7 0.588 0.137 0.595 

Korean 50 291 167 124 51 0.954 0.291 0.426 

Arabic 50 195 70 125 16 0.496 0.113 0.641 

End-to-end text 
recognition [27] 

English 40 64 1 63 0 0.016 0 1 

Korean 50 81 1 80 2 0.012 0.025 0.976 

Arabic 50 65 4 61 0 0.065 0 1 

Proposed method 

English 40 66 1 65 0 0.015 0 1 

Korean 50 79 0 79 1 0 0.012 0.988 

Arabic 50 62 0 62 1 0 0.016 0.984 
 

 

 

Fig. 11.  The results of text extraction algorithm. (a) Candidate text block; extracted characters by (b) Niblack [31] , (c) 
Sauvola [33], (d) Otsu [34] and (e) the proposed method. 

 
        

To measure the distortion generated by the proposed 
inpainting algorithm, we collected a database of images 
by adding some text blocks to 100 video frames. Then 
after applying the proposed text localization, extraction 
and inpainting algorithm, the difference between the 
reconstructed and original image is employed to 
measure the distortion of the inpainting algorithm. To 
measure the efficiency of different inpainting 
algorithms, we calculate Peak Signal-to-Noise Ratio 

(PSNR), Mean Squared Error (MSE), Minimum Error 
(MinError) and Median of Errors (MedError) as follows 
[57]:  

1 1
2

, , 0 0

1
( ( , ) ( , ))

3

n m
c c
org rcnst

c R G B j i

MSE I i j I i j
m n
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, ,
min( ( , ) ( , ) )c c

org rcnst
c i j

MinError I i j I i j  

, ,
( ( , ) ( , ) )c c

org rcnst
c i j

MedError median I i j I i j  

1020log ( )IMAX
PSNR

MSE




Here m and n are image width and height 

respectively, 
c

orgI  and 
c

rcnstI  are the original and the 

reconstructed images for color channel c respectively 
and MAXI is the maximum possible pixel value of the 
image. 

 

 

 

TABLE II.  THE RESULTS OF DIFFERENT TEXT EXTRACTION 

ALGORITHMS. 

Character 

 extraction 
method 

NIB FAR FRR DR 

Processing 
time (sec) 

Niblack 
[31] 

100 100.18% 4.30% 95.70% 0.60 

Sauvola 
[33] 

100 74.32% 4.54% 95.46% 0.58 

Otsu [34] 100 103.35% 2.40% 97.6% 0.15 

Proposed 
method 

100 4.88% 1.97% 98.03% 2.65 

 

 

Fig. 12.  The results of text localization, extraction and inpainting algorithms (a) original images, (b) the extracted texts, (c) 
the reconstructed images after applying the proposed text extraction and inpainting algorithm. 

 

Fig. 13.  The results of different inpainting algorithms. (a) Damaged image, (b) the results of TV method [38] with 1000 
iterations, (c) inpainting based on coherence transport [47], (d) the proposed inpainting algorithm. 

 

TABLE III.  THE RESULTS OF DIFFERENT INPAINTING ALGORITHMS. 

Inpainting Method 
Processsing 
time (sec) 

Quality measurement metric 

MSE MinError MedError PSNR 

TV method [38]  30.4 0.015 0.000006 0.02 18.15 

Coherence transport [47] 3.2 0.0129 0 0.01 19.89 

Proposed method 18.8 0.0082 0 0.02 20.87 
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Fig. 14.  Source of errors for the proposed text localization algorithm. (a) Error of text verification stage, (b) error because of 
low contrast texts and holes in texts and (c) error because of separating nearby text areas using block split and merging 

algorithm.

Table III compares the efficiency of different text 
inpainting algorithms using different image quality 
measurement metrics. The table indicates a 
considerable enhancement for the proposed inpainting 
algorithm. 

We analyzed the source of error for the proposed 
text localization and text extraction algorithms.  Fig. 14 
shows three images with erroneous text blocks 
localization.  Briefly three main sources of error for the 
proposed text localization and text extraction 
algorithms are as follows: 

 The error of text verification algorithm. This error 
is generally originated by SVM based text 
verification algorithm. Fig.14 (a) shows a typical 
errors text verification algorithm. As shown in this 
figure, some non-text areas are not discarded by text 
verification algorithm. 

 Errors because of low contrast texts and holes in 
characters. As shown in Fig. 14 (a) and (b) some text 
areas may not have enough contrast or there may 
some holes in characters (Fig. 14 (b)). This results 
in non-detection of some text areas or errors in 
separating text blocks. 

 Error because of separating nearby text areas using 
block split and merging algorithm. Figure 14 (c) 
shows a sample error of block split and merging 
algorithm. This error is generally occurs in Korean 
and Arabic texts. This error is generally originated 
because of non-uniform text intervals in horizontal 
and vertical directions. 

VII. CONCLUSIONS 

In this paper, new methods for text localization, 
extraction and inpainting are proposed. The text 
localization algorithm is based on image gradient and 
new sets of textural features. The text localization 
algorithm employs different stages of text verification 
to remove non-text blocks. To extract characters 
precisely, we estimate text and background colors and 
use a color segmentation algorithm to extract 
characters. Finally a text inpainting algorithm is 
proposed to reconstruct the original image. The 
inpainting algorithm is based on texture synthesis and 
priority based on image structure.  We tested the 
proposed algorithms with different images and 
compared the results with those of other methods. The 
results showed the efficiency of the proposed 
algorithms for text localization, extraction and 
inpainting. As a future work, we plan to develop an 

algorithm to use temporal information of video frames 
for text localization, extraction an inpainting. 
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