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Abstract— Over the past decade, several studies in field of relevance propagation models have been
proposed to improve quality of web search, which include hyperlink-based score propagation, hyperlink-
based term propagation and popularity-based relevance propagation models; however, all of them have
used low precision content similarity functions in the propagation process and their throughputs are not
entirely satisfactory. In this paper, two stream-based content similarity functions that could be used to
derive new relevance propagation models were introduced. In the proposed content similarity functions,
the web page was split to different streams with different degrees of importance and the text of each web
page was divided between these streams. To evaluate the proposed relevance propagation models, Letor 3.0
(including two standard web test collections) was used in the experiments. It was concluded that splitting
web pages as different streams could provide significant improvement in relevance propagation models.
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have been done about challenges in web search
engines, such as web page ranking, web crawling,
Information retrieval is a computer science freshness, spam detection, ete. [3-15]. Ranking process
subfield, the goal of which is to find all documents  as the primary part of the searcher module has always
relevant to a user querying a given collection of  been a challenging issue of every search engine.
documents. When a user sends a query to a search Different from traditional information retrieval, the
engine, the search engine returns URLs of the  web contains both content and link structures that have
documents matching all or one of the terms, depending provided many new dimensions for explonng better IR

on both the query operator and the algorithm used by techniques.
the search engine. Ranking is the process of ordering
“::.‘ lll'i'.‘tl..lf'.[]:d‘ d{.}fl,l_m?ln_t.s_ . .‘dfrclra._:.::smg (‘:rdct' .(?[ propagation technologies (including 24 propagation
Ir::m']:;‘”-:;: \':é'l;I:;UTSL?L;E:S;T“H‘::E ;;';Uf;::;;?f: L: algorithms) was done for web information retrieval.
e i g R R S ¥ ’ The existing works [16-20] were extended by
L'{Ci"'*b and efficient T=‘1“k1”g1dlg"“l|_‘1“ is needed .m introducing two stream-based content similarity
]::;ra.‘.brt\,}lltinorrc:_app‘mpr]a{t ra,sulrs fm_tlf""‘r}':' I." ge?c'ml? functions to provide 4 new relevance propagation
seawor; Intloseropd semeher 11 2], Macy siudlosy oo, (Peluig 1A now plevnen prphge:
! 4 methods). Also, both theoretical and experimental

L. INTRODUCTION

In this paper, a comprehensive study of relevance
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evaluations were conducted over these models to
compare them against the old ones. To evaluate the
proposed relevance propagation models, LETOR 3.0
benchmark collection was used in the experiments.
Based on the experimental results, it was found that
splitting web pages to different streams can improve
accuracy in relevance propagation technologies.

Organization of this paper is as follows. In Section
II, the existing relevance propagation models are
reviewed. I[n Section IIl, two content similarity
functions that can be used to derive new propagation
models are introduced. Then, effectiveness and
efficiency of the relevance propagation models are
examined in Sections IV and V, respectively.
Conclusions and future works are given in Section VI,

[I. RELATED WORK

Currently, there are three major categories of
ranking algorithms based on content and connectivity
as follows [21]:

=  Content-based. In traditional IR. the evidence
of relevance is thought to reside within the text content
of documents. Consequently, the system tries to find
documents corresponding to the user query. The
fundamental strategy of traditional TR is to rank
documents according to their estimated degree of
relevance based on measures such as term similarity or
term occurrence probability. In order words, for each
query, the documents with more similar content to the
query will be selected as more relevant ones.
Examples of the content-based ranking algorithms are
TF-IDF [22] and BM25 [23].

. Connectivity-based. In the web setting,
information can reside outside textual content of
documents. For example, links between pages can be
used to increase the term-based estimation of
document relevance. Furthermore, hyperlinks, being
the most important source of evidence in web
documents, have been the subject of many researches
which explore retrieval strategies based on link
analysis. Connectivity-based algorithms use the links
between web pages and assign numerical weighting to
each element of a hyperlinked set of documents in
order to measure its relative importance within the set.
Instances of the connectivity-based ranking algorithms
are PageRank [24] and DistanceRank [25].

. Combinational. Using either content-based or
connectivity-based algorithms independently leads to a
low-precision ranking function which cannot fully
satisfy users' demands in the web [26]. Therefore,
combination algorithms which use both content and
link structures have been introduced. In fact, they
combine content and connectivity information
together. These methods can be divided into two
groups: one 15 to enhance hink analysis with the
assistance of content information, such as HITS and
topic-sensitive PageRank [27-35] and another is
relevance propagation, which propagates content
information with the assistance of the web structure |2,
16, 36 and 37]. In recent years, relevance propagation
methods as one of the salient combinational
algorithms has attracted IR researchers' attention. In
the relevance propagation models [16, 23, 24, 34 and

371, content-based score or query terms are propagated
through hyperlinks from one page to another,

Okapi BM25 is a ranking function used by search
engines to rank matching documents according to their
relevance to a given search query. It is based on the
probabilistic retrieval framework developed in the
1970s and 1980s by Stephen E. Robertson. Karen
Spirck Jones and others [38]. BM25 is a bag-of-words
retrieval function that ranks a set of documents based
on the query terms appearing in each document. It is
not a single function, but actually is a whole family of
scoring functions with slightly different components
and parameters. One of the most prominent
instantiations of the function is as follows.

Given a query (2, containing keywords ¢, ,...,q , ,

the BM25 score of a document D is:

D) S N () <05 W
_ﬁ{.()rﬂ':DaQ} = ; n{ql] +OS
f(g. D)k 1)
. D]
DY+ k (1-b+bh.
f@D)+kl=btb )

TABLE L BM235 PARAMETERS.

[Jenglh of Lhc document D in wotdq

Many relevance pmpagatmn methods have been
proposed to propagate content information through
link structure in order to increase the number of
document descriptors. These methods were grouped as
shown in Table I1. Score-level and term-level models
propagate content similarity between web pages and
submutted queries as BM25 score and term frequency
through the link structure, respectively. As an example
from Table 11, the PSH model as a score-level method
propagates BM25 score and popularity measure
(PageRank score) of the web pages in the relevance
propagation process.

RELEVANCE PROPAGATION MODELS AND THEIR
ABBREVIATIONS,

Model

TABLE II.
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TABLE I1L SPECIAL CASES OF THE RELEVANCE SCORE PROPAGATION MUODEL (HS MODEL).

Special case Abbreviation Model formulation

Sl l W(p)=aS(p)+(-a) Y h* (p o ()

B3P
Weighted Out-Link HS-W(O hh l (p) = flS(p) * (I' = ﬂ') Z hﬁ (p: }t’}ﬂ (p“ P_,r' ) ()
p—p,
Uniform Out-link HS-UO W' (p)=5(p)+(1-a) th*[ﬁu) @
Prp;

TABLE IV, SCORE PROPAGATION RESULT OF FIGURE 1 (HS-WIMETHOD).

Iterati P1 P2 P3 P4
on
0 H(p)=as, #'(p.) = a8, #(py) = xS, h'(py)=as,
1 Wip)=as, | K(p)=aS, +(l-a)aSe, | h(p)=aS;+(1-a)as o, Wip)=aS, +(1-a)us,a

2 Wip)=as, | Fip)=aS,+(1-a)aSae, | K(p)=aS +(l-a)aSe, | B (p)=aS, +(1-a)as, +(1-a)as o, ),

3 Wip,)=eas, W(p)=aS, +(1-a)aSm, | h'(p)=aS +(1-a)ase W py=as, +(1-a)es, +(l-a)as, o, o,
Shakery et al. [16] considered how to use web
structure to further improve relevance weighting. They

propagated relevance score of a page to another page

through a hyperlink between them (web structure) and

defined the hyper relevance score of each page as a

function of three variables: its content similarity to the

query (self-relevance), a weighted sum of the hyper °
relevance scores of all the pages pointing to it (in-link

pages) and a weighted sum of the hyper relevance

scores of all the pointing pages (out-link pages).

According to these definitions, their relevance

propagation model can be written as:

B (p)=aS(p)+ p Z W (p, b (p.p)e Zh" (p_, }.—;”[ﬂ, .f’.}
where a+ B+ v =1, h’(p)=S(p). (5)

W, (PJ- ? P) i S(p) and Wy (p‘ D }!I S(Jp,f ] Figure 1. A website with 4 pages.

QIN et al. [I8] proposed another relevance
f?ﬁ(p:l is the hyper relevance score of page p propagation model, called HT' model, which lzeeded
to propagate the frequency of query term (TF") in a
web  page before adopting relevance weighting
between page p and query (BM25 score) and @, algorithms to rank the document. In fact, HT model
was an extended version of the HS model and similar
to HS, it had three special cases as given in Table V,

after the k -th iteration, S(p) is content similarity

and (v, are weighting functions for in-link and out-
link pages, respectively. For implementation, they
presented three special cases of this model: weighted , ;
in-link (WI), weighted out-link (WO), and uniform  A-t/ iteration.
out-link (UQO) (Table I11).

An example is given in Figure 1. This is a website
with only 4 pages. Table IV shows the propagation
results according to the iterative version of the HS-WI
method. From this table, it can be seen that 2 iterations
are taken to converge because the scores after the 2nd
and 3rd iterations are the same.

where f(}‘ (p2) is term frequency of term ¢ in page p in

' Hyperlink-based term propagation model
* Term Frequency
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TABLE V. SPECIAL CASES OF THE RELEVANCE TERM PROPAGATION MODEL (HT MODEL).

(5= )+ 1-2) Y £ (p1)oy Bop)

p—2p

o o= (6)
where , @, L}.'J_“ p)OE f.:ﬂ(P)
£ p)=af(p)+ (1=a) 3 £ (p ooy (2. )
HT-WO A =
where @, (p, p; )ox f}n(ﬁ’_f)
HT-UO =1 p+0-a) Y 1 p) ®)

TABLE V1. POPULARITY-BASED PROPAGATION MODELS AND THEIR ABBREVIATIONS.

(PSH model)

(PTH model)

Fupularity-bused score propagation using hyperlink 5

Corresponding

COrresnon.
Model Abbreviation s
i method

TABLE VII. SPECIAL CASES OF THE POPULARITY-BASED RELEVANCE PROPAGATION MODELS.

h*“(p)

= )
log(PR(p,))

G)Zh %

2 (p P)P(p,)

,(p,,p)= S(p)

9)

hhl{p)

=a8(p)+(1-a) 34 (p, oo (22, P )

pp,
(10

N =
; —wp—n' %L&pj)oc S(P,-)

J+(-a) Y1 (p, Plp,)

P=*Ey

ot —r
P(Pf)_ logiPRi ;_:j il

(11}

£ p)=of (p)+ (1

_ 4
log(PR( )

~a) Z:f;*(p; Jo,(p,. p)P(p,) .

(12)

) (Pnp) o= f;ﬂ(P}

hI(P)

a) X v ool p, Plp,)

P=p,
(13)

P(ﬂ)“w a(PP;) f(P)

_9-') Zfr*(Pf})(P:)

Prp;

_ =¥
P(”-*)‘m

(14)

@/\/\/I\ntematlonal Journal of Information & Communication Technology Research




TABLE VIIL

Score-

Model
level

=

5
L

Hyperlink-based score propagation [16]
(HS model)

m propagation |18]
maodel)

Popularity-hased score propagation using
hyperlink [19]
(PSH model)

g :_

Popularity-hased term propagation using
hyperlink [19]
(PTH model)

Mousakazemi et al. [19] extended HT and HS
models and proposed new propagation models (PSH
and PTH models, Table VI). In fact, they used
popularity measure of the web pages (PageRank
score) in the propagation process of the relevance
propagation methods (Table VII). PageRank is a
popular ranking algorithm used by Google to measure
the importance of web pages. PageRank weights each
link based on the importance of the document from
which it is originated and the number of outlinks in
the origin document. It models users' browsing
behaviours as a random surfer model [2, 39]. In this
model, a person surfs the web by randomly clicking
links on the visited pages. When s'he (PageRank)
reaches a web page that does not have any outward
link, s/he will be randomly jumped to another page.
PageRank assumes that a user either follows a link
from the current page or jumps to a random page on
the web graph. Rank of page f is then computed by the
following equation:

sy s > K/ oli)
n i=B( )

where » is the number of web pages, Ofi) denotes

the number of outgoing links from page i and Bfj)

shows the set of pages that point to page j. Parameter

d, damping factor, is used to guarantee the

convergence of PageRank and removes effects of sink

pages (pages with no outputs).

(15)

For simplicity, the reviewed models, their structures
and abbreviations are listed in Table VIII.

[11.  PROPOSED ALGORITHMS

All of the reviewed algorithms have supposed that
document is a single body of text, unstructured and
undifferentiated. However, it is commonplace in
search systems to assume at least some minimal

Volume 6- Number 1- Winter 2014 IJICTR

RELEVANCE PROPAGATION MODELS, THEIR STRUCTURES AND ABBREVIATIONS.

Popularity-
measure

Abbraviation

structures for documents. In this section, documents
which are structured into a set of fields or streams are
considered. That is. there is a global set of labelled
streams and text of each document is split between
these streams. An obvious example could be a
title/abstract/body structure such as the one seen in
scientific papers or in the web context, in which a web
page can be split to body/anchor/title/URL streams.
The general idea is that some streams may be more
predictive of relevance than others. For example, a
query match on the title might be expected to provide
stronger evidence of possible relevance than an
equivalent match on the body text. It is now well
known in the web context that matching on anchor
text is a very strong signal. In the following two
subsections, two stream-based content similarity
functions which can be applied in the propagation
models are introduced.

A. Multiple streams and BM25F

There 1s a set of 8 streams and the intention 1s to
assign relative weights v, to them. For a given
document, each stream has its associated length (total
length of the document would be normally the sum of
the stream lengths). Each term in the document may
oceur in any of the streams, with any frequency, the
total across streams of these term-stream frequencies
would be the usual term-document frequency. The
entire document becomes a vector of vectors [40]
(Table 1X).
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TABLE IX. WEBPAGE STRUCTURE,
Yariable Definition
Streams 5=, .., 8
Query terms Q=i e 4
Stream lengths sl
Average stream I
length o
Stream weights Vs
Document (tf, ...ty ) veetor of vectors
5 wickos (tFigye ey ti) —wherrt-.g{‘.,- is the frequency of
term i in stream
"2 BM25F BM25F seore of the query terms for
0.0 document Iy

BM25F is an extension of the BM25 ranking
function adapted to score structured documents. Here,
appropriate version of BM25F was presented [40]:

§ -; t .
tf, = Z v, . (16)
=l

B.‘
sl

B, =((1-b)+b, = 10<h <1 (17

M2 _ i, D
_ k1, ‘ (18)

u,giﬁzﬁf = ZZ “Jff.w 25F

geld ies

; N-—n +0.5

W =leg =05

Table X shows BM25F parameters. To get the best
results, a trial-and-error procedure was used to tune
the BM25F parameters.

TABLE X MB25F PARAMETERS.

Parameter value

320
K,
195
b litle
0.9
bﬁ’mﬁ
0.1
AnclienrTexs
; 18.0
Ve
1.0
Lo
46.0

H Anchor Texy

B. Stream-based term frequency (STF)

Term frequency (TF) is the earliest and most
important retrieval signal in retrieval models [41-46].
Use of TF can be dated back to Luhn's pioneer work
on automatic indexing [47)]. Here, a content similarity
function, called STF, is proposed. STF is a
modification of TF in which web page is considered to
be composed of several streams (titfe/body/anchor text
and URL) with different degrees of importance and
text of the page is split between these streams. Similar
to BM25F, each term in the document may occur in
any of the streams. with any frequency. Eq. 20 shows
the main formula of the STF method.

STF(_JJJ = Z sz.. XTF(Q, »5;) (20)
§,e0 ies
where §TF ; shows STF score of query terms for
document D, v is weight of stream i and TF(gq,, 5,)

shows the number ol times that term ¢ occurs in
stream . Table X1 shows stream weights. The term
frequency of each term in the streams is based on the
weights assigned to these streams; for example,
according to Table X1 if a term occurs twice in each of
the body and URL fields, its frequency for the body
and URL fields will be equal to 1 and 10 respectively.
A trial-and-error procedure was also used for tuning
STF parameters.

TABLE XI. STF PARAMETERS.

Viitie 20
V by 0.5
Y fhivhoriic 2.0
Vune 5.0

Then, the old content similarity functions (BM25
and TF) in the reviewed propagation models were
replaced with the introduced ones (BM25F and STF).
For ease of reference, structure and abhreviations of
the proposed and their corresponding models are
shown in Table XII.

TABLE XI1 NEW EXTENDED RELEVANCE PROPAGATION
MODELS, THEIR STRUCTURES, ABBREVIATIONS, AND
CORRESPONDING MODELS.

Content Crs
Model similarity Abr? : '51
3 mithd
Ffunction

W1 BM25F SHS-WI HS-WI1

; = T HS-
w0 BM25F SHS-WO WO
(18] BM25F SHS-UO HS-U/0)
Wi STF SHT-WI HT-Wi

: - e HT-
W0 STF SHT-WO iy
Y — e HT-
[§[¢} STF SHT-UO Bei
Wl BM25F SPSH-WI ?a!l*'

N ; s o PSH-
Wi BM 251 SPSH-WO Wb
PSH-

1 * ‘H.

Lo BM25F SPSH-LUO vo

E oy e—— PTH-

Wi STF SPTH-W] Wi

= i ET PTH-
wao STF SPTH-WO wo

5 S PTH-

uo STF SPTH-UO oty

* Abbreviation
* Corresponding method
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Iv.

In this section, performance and effectiveness of
the extended models are evaluated against the old
ones. First, experimental  settings, some
implementation issues and evaluation measures are
investigated; then, the results of effectivencss
evaluation are shown,

EMPIRICAL EVALUATIONS

A. Experimental settings

For the purpose of "effectiveness cvaluation", the
"GOV" corpus of the LETOR 3.0 [48] was used.
LETOR is a benchmark collection for the research on
learning to rank for IR, released by Microsofi
Research Asia (MSRA). LETOR 3.0 contains standard
features, relevance judgments, data partitioning,
evaluation tools and several baselines for the
OHSUMED and .GOV data collection. Version 3.0
was released in December, 2008, The .GOV corpus,
which was crawled from the .gov domain in January,
2002, has been used as the data collection of Web
Track since TREC 2002, There are totally 1,053,110
pages with 11,164,829 hyperlinks in it. For the present
query set, topic distillation task was used i Web
Track 2003 and 2004 (with 50 and 75 queries.
respectively). Topic distillation aims to find a list of
entry points of good websites principally devoted to
the topic. The focus is to return entry pages of good
websites rather than the web pages containing relevant
information because entry pages provide a better
overview of websites.

B. Constructing the working set

Following other researchers [16, 18- 20], instead
of running the experiments on the whole set of data,
for each query, first, a working set was constructed.
To construct the working set, we first found the top
400 pages with the highest score as the core set. Then,
the core set was expanded to the working set by
adding the pages pointing to the pages in core set
(Citing Set) and the pages were pointed by the pages
in the core set (Cited Set) (Figure 2).

WorkingSet = (CoreSet U CitingSet U CitedSet )

m RelevaniSer

[ Submit a guery J

,

1 Retrieve the relevant ‘

set

.

[ Construct the core |

[ Retrieve the Cited J L Retrieve the Citing ]

' Constructing the I

workina set

Figure 2. The flowchart of the working set construction.
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In the working set construction phase of the
proposed models, BM23F and STF were used as the
relevance weighting function for score-level and term-
level models, respectively.

C. Evaluation measures

For the purpose of evaluation, a number of evaluation
measures which are commonly used in information
retrieval, namely Precision at n (P@n) [1], Mean
Average Precision (MAP) [1] and Normalized
Discount Cumulative Gain (NDCG) were applied
[49].

1) Precision at n (P@n)

As quoted in [1], precision at n measures relevance of
the top n documents in the ranking list with respect to
a given query:

@ fof relevance docs in top n results
Pubn=-

(21)
7

2)  Mean average precision (MAP)

Average precision (AP) [1] of a given query is
calculated as Eq. (22) and corresponds to average of
pl@n values for all relevant documents:

i(P@:i *rel(i))
i=1

= ; (
# total relevant docs for this quer

4

where N is the number of retrieved documents and
relfn) is a binary function that is evaluated to | if the
n-th document is relevant and 0 otherwise. Finally,
MAP is obtained by averaging the AP values over the
set of queries.

3) Normalized discount cumulative gain (NDCG)

For a single query, the NDCG value of its ranking
list in position a1 is computed by Eq. (23):

1221 =1
NDCG(n)=Z2,% 42" —1 (23)
f=1 —__-9,}-}
log(/)

where r(j) is rating of the j-th document in the
ranking list and the normalization constant 7, is
chosen so that the perfect list gets NDCG score of 1.
For Letor 30, there are two ratings {0, |}
corresponding to "relevant” and "not relevant” in order
to compute NDCG scores.

4) LEffectiveness Evaluation

Experimental evaluations of the proposed models
against their corresponding models are provided in
Figures 3 and 4, which demonstrate performances of
the relevance propagation models on the “.GOV™
corpus with the TD2003 & TD2004 query sets. As can
be seen, all of the stream-based models (with proper
parameters) boosted the retrieval performance
compared to the old ones.
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Figure 4. Performance on the “.GOV™ corpus with TD2004 (in terms of Penl0),
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To gain more understanding of the performance
comparison, Tables XIII and XIV list the best MAP
and NDCGa(1, 2, 3, and 10) for each algorithm.
Using these tables, it can be found that
stream-based models outperformed others. For
example, the best MAP of the SPSH-WI method was

TABLE XIIL

GOV with TD-2003

Volume 6- Number 1- Winter 2014 IJIC TR BN

0.241, which was not only 26% better than the
corresponding method (PSH-WI), but also won the
best result reported i TREC 2003, Similarly, in
TREC 2004, the best NDCG@ 10 of the SHS-WI
method was (.289, which outperformed the HS-WI
(corresponding method) by 12%.

PERFORMANCE COMPARISON OF NEW MODELS AGAINST THE OLD ONES.

GOV with TD-2004

BM25F - 0.186 - 0.184
40% 28%

BM25 - (0.133 = 0.144

STF - .169 - w17
26% 18%

TF - 0.134 - 0144

SHS-WI1 0.95 0.240 0.95 0.1%
23% 1%

HS-W] 0.97 0.196 0.97 0.177

SHS-WO 0.9 0.218 0.9 0.183
44% 23%

HS-WO 0.9 0.152 09 0.148

SHS-UO 097 0.222 1 0.184
67% 28%

HS-UO 1 0.133 1 0.144

SHT-WI 0.85 0.215 0.85 0.194
15% 9%

HT-W1 0.80 0.187 (.80 0.178

SHT-WO | 0.95 0.183 0.95 0.171
21% 18%,

HT-WO 0.85 0.151 0.85 0.145

SHT-UO 1 0.16% 1 0.16%
26% 17%

HT-UO 1 0.134 1 0.144

SPSH-WI 0.7 0.241 0.7 0.197
26% 1%

PSH-WI 080 0.192 .50 0177

SPSH-WO | 0.5 0.217 045 0.186
21% 1%

PSH-WO 0.4 0.179 0.4 0.167

SPSH-UO | 0.85 0.237 0.9 0.185
3% 27%

PSH-UO 0.9 0.174 09 0.146

SPTH-W1 | 0.1 0.236 0.1 0.184
16% 3%

PTH-WI ol 0204 0.1 0175

SPTH-WO | 0.5 0.186 0.5 0.17%
19% 18%

PTH-WO 0.3 0.156 0.3 0.152

SPTH-UO | 0.8 0.186 0.8 0.178
18% 14%

PTH-UO 0.8 0.157 0.8 0.156
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TABLE XIV.  BEST PERFORMANCE OF FACH ALGORITHM (IN TERMS OF NDCGlaiN),
GOV with TD-2003 GOV with TD-2004
Model
BM25F - 0.24 0.25 0.238 0.256 - 0.32 0.266 0.269 0.259
BM25 0.14 0.13 0,137 017 - 0.24 0.226 0.213 0.189
STF - 0.18 0.21 0.203 0.232 - 0.266 0.273 0.262 0.236
TF 0.14 0.13 0.152 0177 - 0:253 0.226 0210 0.188
SHS-WI1 0.95 0.40 0.33 0.29 0.296 | 0,95 .36 0.353 0.338 0.289
HS-WI1 0.97 030 0.28 0.279 0.259 | 097 0.28 0.28 0.265 0.25%9
SHS-WO 0.9 0.32 0.31 0.275 0.279 0% 0.346 0.326 0.315 0.264
HS-WO 0.9 .18 0.1% 0.183 0.206 09 0.266 0.206 0198 0197
SHS-UO 0.97 0.28 0.26 0.25 0.261 1 0.32 0.266 0.269 0,257
HS-UO 1 0.14 0.13 0.157 0.179 1 0.24 0.226 .213 0189
SHT-WI (B3 034 030 0,277 0273 | 0.85 | 0.373 326 0312 0273
HT-WI (18] 0.26 027 0.264 0251 0.8 0.333 0.26 0.264 0.247
SHT-WO 0.95 0.22 0.19 0.205 0.232 | 095 | 0.28 0.26 0.258 0.241
HT-WO (L85 0.10 0.15 0164 0203 | 0.85 | 0.253 0.186 0,186 0.188
SHT-UO 1 0.18 0.21 0.203 0.232 1 0.266 0.273 0.262 0.236
HT-UO 1 (.14 0.13 0152 0.177 1 0.253 0.226 0.210 0.158
SPSH-WI 07 | 40 0.340 0.299 0.301 0.7 1.340 0.346 0.337 (.288
PSH-WI 0.80 .28 0.28 0.274 0.255 | 080 0.28 0.273 0.273 0.260
SPSH-WO 0.5 0.28 0.30 0.267 0.277 | 645 | 0333 0,333 0.333 0272
PSH-WO 04 026 0.24 0.207 0234 0.4 G333 0.286 (.278 0.243
SPSH-UO | O.8BS 0.30 0.29 0.284 0.287 0.9 032 0,346 0.327 0:273
PSH-LIO 08 0.20 0.23 0212 0229 0.9 0.226 0.22 0223 0.201
SPTH-WI 0.1 0.36 0.33 0.308 0.299 0.1 0.333 0.273 0.287 0.261
PTH-WI 0.1 0.28 0.25 0.266 0.251 (18| 0.346 0.313 0,295 0.252
SPTH-WO | 0.5 0.24 019 0.195 0.229 0.5 0.32 0.28 0.264 0.24%8
PTH-WO 0.3 012 015 0.162 0.197 0.3 0.20 0.24 0.233 0.202
SPTH-UO 0.8 0.22 0.23 0.224 0.241 0.8 0.32 0.28 0.267 (.250
PTH-UO 0.8 018 0.18 0.195 0.208 0.8 0266 0.246 0.238 0.214

Similar conclusions can be drawn from these
tables to those from Figures 3 and 4 that splitting web
to different streams
improvement in relevance propagation models.

pages

provides

significant
discussed  for  the online

respectively.

V.  EFFICIENCY EVALUATION

A. Online complexity

and

third components. Since the search engine indexes the
web offline and implements the search operation
online, efficiency of relevance propagation will be
offline

CAasecs,

In the previous section, effectiveness of the
relevance propagation models was investigated.
However, for real-world applications, efficiency is
another important factor besides effectiveness. In this
regard, efficiency of the models is evaluated in this
section to see thewr potential of being used in search
engines.

Roughly speaking, typical architecture of a search
engine has three components [1. 2]: crawler, indexer
and searcher. If relevance propagation technologies
are to be integrated into search engine, these three
components should be considered, Clearly, relevance
propagation could be only embedded in the second or

Due to the algorithm descriptions, all the relevance
propagation models have two kinds of computations.
The first one is to retrieve the relevant pages and rank
them by relevance weighting functions. Actually this
is also needed by existing search engines. The second
is the additionally-introduced complexity, including
working set construction, relevance propagation and
so on. This will be the major concern when integrating
these models into the search engines. In this regard,
we will focus on the analysis of these additional
computations in this section. According to the model
formulation and the implementation issucs, we can get
the following estimations on the online complexity of
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the relevance propagation models. Note that the time
complexity we estimate here is for one query.

1. For cach step of iteration in the score-level models
(HS, PSH, SHS., and SPSH), we need to
propagate the relevance score of a page along its
in-link or out-link in the sub graph of the
working set. Note that the source and destination
pages of the hyperlink should be both in the
working set, and so the average numbers of in-
links and out-links per page are cqual to each
other. We denote this number by /. If we further
use ¢, to indicate the time complexity of
propagating an entity from a page to another
page along hyperlinks, we can get that the
complexity of each step of iteration in the score-
level models is wic,. Where w is the size of the
working set. If it takes ¢ iterations for the
propagation to converge, the overall complexity
will he .t'wfr',.,.

2. Similar to the analysis of the score-level models,
complexity of all the term-level models (HT,
PTH, SHT and SPTH) can be obtammed as rwic;,

B. Offline complexity

Since a real search engines should handle
hundreds of queries per second [1, 2], it will be very
difficult to implement these propagation techniques
online. So offline implementation is much more
preferred if we want to apply them in real-world
applications. Search engines usually build offline
invert and forward indices to store the information of
each term (including frequency, position and so on) in
web pages [1, 2]. Then 1t 1s easily understood that
term-level propagation models can well match this
mechanism and we only need to refine the offline
index files. To illustrate it, let us take the SHT-WI
method for example. Suppose the parent pages of page
p contain a particular word, and we need to propagate
the occurrence frequency of this word to page p. If p
already contains this particular word, we only need to
modify its frequency; while if p does not contain the
word, we need to add its 1D to the forward index [2] of
page p, and then update its term frequency.
Comparatively, the score-level propagation models
could hardly be integrated into search engines,
because scores do not exist in the offline indices but
are dependent on the online relevance ranking
algorithm used in the search engine.

V1. CONCLUSIONS

In this paper, a comprehensive study was
conducted on relevance propagation in  web
information retrieval. In particular, two generic
stream-based content similarity functions were
proposed and they were shown to be used to derive
new  relevance  propagation models.  Then,
cffectiveness of the propagation models were
investigated using experimental verifications. To
evaluate the propagation models, the Letor 3.0
benchmark collection was used in the experiments.
The following conclusions were drawn from the
presented work:

Volume 6- Number 1- Winter 2014 1JICTR IEX I

I. Splitting web pages to different streams can boost
accuracy of relevance propagation models
(especially for Pi@1 and NDCGie1).

2. Among relevance propagation models, stream-
based propagation models outperform others.

3. Among the stream-based models, SHS and SPSH
models obtain the best results.

There is one interesting direction for further
rescarch that, other than neighbor sets derived from
the explicit link structure of the web, other types of
neighbors can be also defined. In general, propagation
models allow for definition of any set of documents
with a specific characteristic as a neighbor set. As an
example, the set of pages with similar content can be
defined as a neighbor set [50]. It is interesting to see
whether exploiting these types of neighbors can
further improve retrieval accuracy.
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