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Abstract— A new method for speech enhancement based
on Kullback-Leibler (K-L) divergence has been
presented in this paper. First, the algorithm performs
wavelet-packet transform to noisy speech and
decomposes it into sub-bands; then we apply a threshold
on coefficients in each sub-band to obtain enhanced
speech. To determine the threshold, first the
distributions of noisy speech, noise and clean speech
coefficients are calculated; then a symmetric K-L
divergence between the noisy speech and noise
distributions is calculated. Finally a speech/noise
decision is made based on the calculated distance. We
conducted some tests using TIMIT database in order to
assess the performance of the proposed method and to
compare it to previous speech enhancement methods.
The algorithm is evaluated using the Perceptual
Evaluation of Speech Quality measure (PESQ) and the
output SNR. We obtain an improvement of up to 2.2dB
on SNR and 1.2 on PESQ for the proposed methed in
comparison to the results of the previous wavelet based
methods.

Keywords- Wavelet packet decomposition, K-L
divergence, noise reduction, hard threshold.

1. INTRODUCTION

Speech enhancement methods have been widely
used in noisy environments for many different
applications such as mobile phone systems, speech
coding systems and hearing aids devices. Classical
speech enhancement methods can be divided into two
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main groups: FFT-based filtering and wavelet
thresholding. FFT-based methods modify the
frequency spectrum of noisy signal to reduce residual
noise and speech artifacts in enhanced signal [1-6]. In
wavelet thresholding methods, we reduce noise by
thresholding the wavelet coefficients. The estimated
threshold should define a boundary between the
wavelet coefficients of noise and speech signal.
Unfortunately, it is not always possible to separate the
wavelet coefficients of speech and noise using a
simple thresholding. For noisy speech, the energy of
an unvoiced segment is comparable to the energy of
noise. In such case, if we apply a unique threshold to
all wavelet coefficients, we not only suppress
additional noise, but also we probably remove
unvoiced speech segments. As a result, the quality of
the enhanced speech is degraded.

The main issue in wavelet thresholding is
estimating an appropriate threshold value T. For LI1.D.
zero-mean, normally  distributed noise  with

variance 6'"2 , Donoho and Johnstone [7] proposed the

universal threshold. This threshold does not depend on
the input data, but on the noise variance. It works well
for the uncorrelated noise; but it oversmooths the noisy
speech in many cases. The value of the threshold can
be determined using the following formula [7]:

T =62,/2log(Nlog, N) (D
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The study in [7] showed that when noise dominates
the observed data, the universal threshold method
performs well and when the underlying signal
dominates the observed data, the SURE (Stein’s
unbiased risk estimator) method [8, 9] performs better
than the universal method. This observation led to the
heuristic SURE method, which selects either the
universal threshold or the SURE threshold according
to a test that finds out which of the noise or the
underlying signal dominates the observed data [9].
Mini-max threshold [10] is another method for
estimating the appropriate threshold value and is
obtained very similar to the one obtained in Donoho’s
method.

After the threshold estimation, a thresholding
function should be determined. Using this function
noisy wavelet coefficients are compared with the
threshold value in order to determine which part of
them should be modified. Common thresholding
functions are hard thresholding function, soft
thresholding function and semi-soft thresholding
function [11-17].

The thresholding methods use this idea that in the
range of -7 and 7, the noisy speech wavelet
coefficients are similar to the noise wavelet
coefficients and outside of this rang, the wavelet
coefficients of the noisy speech are similar to that of
the clean speech. So it is expected that in the range of
—T and T [7] the probability distribution of the noisy
speech coeflicients is expected to be nearly similar to
that of the noise coefficients. Furthermore, the
probability distribution of the noisy speech coefficients
is expected to be similar to that of the clean speech
coefficients outside of this range. It is expected to
obtain more exact threshold values using a suitable
similarity measure between probability distributions of
noisy speech and noise wavelet coefficients.

We propose an adaptive algorithm in order to
choose an appropriate threshold value, based on the K-
L divergence. First, our algorithm performs a wavelet
packet transform on the noisy speech and decomposes
it into sub-bands; then the distributions of noisy
speech, estimated noise and estimated clean speech
sub-bands are calculated; finally a symmetric K-L
divergence is used for the estimation of the distance
between speech and noise distributions. The decision
rule is formulated in terms of the sub-band K-L
divergence that is compared to a SNR (Signal to Noise
Ratio}-adaptable threshold. The main idea of the
algorithm is to remove the background noise almost
completely, specially in the silent parts of the noisy
speech, without any more distortion in the enhanced
signal, compared to the classic speech enhancement
methods.

The organization of this paper is as follows. In
Section 2, the principles of the wavelet based speech
enhancement approach are studied. In Section 3, some
of the speech processing approaches are reviewed that
exploit some ideas of the information theory. The
proposed algorithm is presented in Section 4. In
Section 5, the performance of the proposed approach is
evaluated. The paper is concluded in Section 6.

II.  'WAVELET BASED SPEECH ENHANCEMENT
METHOD

As Fig. 1 shows, a wavelet based speech
enhancement system, is composed of five steps.

Windowing and overlapping
Wavelet packet decomposition
Thresholding or filtering
Wavelet packet reconstruction
Adding and overlapping
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Figure 1. A wavelet based speech enhancement system

Some of the thresholding methods are listed in the
following:

Hard threshold
Soft threshold
Semi soft threshold
Semi hard threshold
Quintile based threshold

Hard threshold will be discussed in the following
[14]. The standard form of hard thresholding has an
input-output characteristic that is drawn by solid line
in Fig. 2.

Figure 2. Input-output characteristics for hard thresholding

The hard threshold is defined using (2):

0 |w‘§’|<T @)

D D
Wy le I =T

Thr,(wg,T) =W, ={

Where T is the threshold value that is set due to
Donoho’s method, SURE method, heuristic SURE

method or mini-max method and ﬁ/SD stands for the
wavelet coefficients.
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In order to use hard threshold for noise reduction,
we have to set a suitable tradeoff between the
remained background noise and the distortion in the
enhanced speech signal. In the present work, we use
K-L divergence to determine suitable threshold in
order to reduce background noise without any more
distortion in the enhanced speech signal.

III.  SOME APPLICATIONS OF INFORMATION THEORY
CONCEPTS IN SPEECH PROCESSING

Speech processing area contains a wide range of
applications on the speech signals such as speech
enhancement, speech recognition, speaker recognition,
speaker validation, spoken dialog systems, text to
speech systems, blind source separation, voice activity
detection and voiced/ unvoiced decoder. Although
information theory concepts [18, 19] may be used in
almost all mentioned fields but they are mainly used in
the last three applications.

In the area of blind source separation, the mutual
information [18] has been widely used .The blind
source separation problem has been discussed in many
references [20-24]. Suppose there are a (known)
number of speakers talking at the same time. Using
microphones placed at different locations that are able
to record mixtures of the signals coming from all the
speakers. The objective in the blind source separation
problem is to recover the original speech patterns from
the linear mixtures. Here, "blind" implies that neither
the mixing coefficients nor the probability
distributions of the original sources are known. The
key feature that the problem solver has to explore is
the statistical independence in the components of the
original vector. It means that the problem solver has to
impose as much statistical independence as possible on
the individual components of the output vector. A
good measure for the degree of statistical
independence is to choose the mutual information
I(Yi; Yj) between the random variables Yi and Yj
(constituting any two components of the output vector
Y). In the ideal case, when I(Yi; Yj) = 0, the
components Yi and Yj are statistically independent.
This would therefore suggest minimizing the mutual
information between every pair of components of the
output vector Y.

In the context of voiced/unvoiced decoding, the
entropy measure [18] has been used for achieving a
good performance in the wavelet based speech
enhancement systems [25]. In order to remove the
noisy coefficients with low distortion in the enhanced
speech signal, the value of threshold has to be different
in the voiced and unvoiced frames. The value of the
threshold in the unvoiced frames is smaller than it in
the voiced frames. The entropy measure is used to
detect voiced/unvoiced frames. The entropy of the
coefficients in the unvoiced frames is less than a
predefined threshold. So by selecting a suitable value
for the threshold, a good performance could be
achieved for the voice/unvoiced decoder.

The K-L divergence [18] has been widely used in
the field of voice activity detection [19, 26, 27]. The
K-L divergence between two probability functions
p(x) and q(x) is defined as:

W3 23 |

< r(x;) ()
D(plig)= ,?;,p(x,-)log—q =)

The K-L divergence is always nonnegative and is
zero if and only if p = q. However, it is not a true
distance between distributions since it is not
symmetric and does not satisfy the triangle inequality.
In order to have a symmetric distance, Symmetric K-L
divergence has been defined as follows [19}:

SD(pllq)=D(pllq)+D(q|l p) )

Voice activity detection based on K-L divergence
is discussed here. First, the signal is pre emphasized
and segmented into several frames with a pre
determined window shift. Then a wavelet packet
transform is applied to the input frames of the signal.
A symmetric K-L divergence is used for the estimation
of the distance between speech and noise distributions.
The decision rule is formulated in terms of the average
sub-band K-L divergence that is compared to a noise-
adaptable threshold. In the silent parts of the input
signal, the K-L divergence is less than the threshold.
So by using a suitable threshold, the silent parts of the
input signal are accurately detected.

In the present work, we use K-L divergence to
determine suitable threshold in order to reduce
background noise without any more distortion in the
enhanced speech signal.

IV. THE PROPOSED METHOD

Removing noise components by thresholding the
wavelet coefficients is based on the observation that in
many signals, energy is mostly concentrated in a small
number of wavelet dimensions. The coefficients of
these dimensions are relatively large compared to
other dimensions or to any other signal that has its
energy spread over a large number of coefficients.
Hence, by setting smaller coefficients to zero, one can
nearly optimally eliminate noise while preserving the
important information of the original signal.

The probability distribution of the signal
coefficients could be obtained by calculating the
histogram of the coefficients. Due to the thresholding
idea, in the range of -T and T, the symmetric K-L
divergence between the noisy speech and the estimated
noise coefficients is expected to be almost zero. Also
we can expect that the symmetric K-L divergence
between the noisy speech and clean speech
coefficients would be zero outside this range. Fig. 3
shows the discussed idea.

Histogram of estimmied ]

. L Histogam of estimated
clean speech ooellicients Probability distribuion mmﬂ

Figure 3. Wavelet coefficient histogram with response to the
thresholding idea
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The histogram of coefficients will be calculated for
each sub-band. One of the critical parameter is the
number of bins in the histogram. This parameter has
been chosen equal to the square root of the number of
samples divided by two [28]. The probability
distribution of the coefficients could be estimated
using (5).

Number of Coefficients in ith bin &)

P(x;)=
The whole number of the coefficients

As discussed there are two adaptive thresholds that
satisfy equations (9-11).

SD(Py,P,,) = 0,Where the number of binse[T,,Tz](6)

SD(P,s,P;)~0,Where the number of Q)
bins €[1,7, —1]

SD(Pys,P;) = 0,Where the number of ®)

bins €T, + 1, Number of bins}

Where Pns, Pn and Ps are the probability
distributions of noisy speech, estimated noise and
estimated clean speech coefficients, respectively. By
substituting (4) in the above equation, we obtain (9)
and (10).

S [P ()= Py l1og 25D w0 ©)

i=T P()

}:[PNS ()~ P, ()]log ;S(())

¥ 1P () = Py ()] log ”S(()

i=T; +1 i)

Proof:

From (6) we have:

P () PG _
P, 1
;:Ns()ogp(f‘_ém) gt =

The (11) could be rewrite as follows:
< Pys (i)

P()lo s () P,()log—25~~0
; s () gP() ; v (D) gPN(i)

From (12) we have:

S [Py ) - Py ()llog 2D « (13)

i=T P, ()

In order to obtain (10), first, we have to compose
(7) and (8). By substituting (4) in the resulted
equation, (10) will be obtained.

The adaptive thresholds T and T, will be obtained
by solving (9) and (10). Also, we have to choose an
accurate value instead of almost zero (=0). This value
could be chosen in order to the signal to noise ratio
(SNR) and the type of the additive noise. In this work
this value has been selected in the range of 0.01 and
0.03.

As discussed in the previous part, two adaptive
thresholds T; and T, will be obtained by solving (9)
and (10). These two thresholds satisfy equations (9-
11). It means that in the range of [T,, T] the
symmetric K-L divergence between histograms of
noisy speech and noise wavelet coefficients is nearly
equal to zero and outside of this range the symmetric
K-L divergence between the noisy speech wavelet
coefficients and clean speech coefficients is nearly
equal to zero. So we can use these two thresholds to
label the noisy speech wavelet coefficients outside the
range of [T;, T,], as clean speech coefficients; and
mark the noisy speech wavelet coefficients in the
range of [Ty, T,], as noise coefficients. After detecting
the voiced/unvoiced segments, a general noise
reduction filter could be applied to noisy speech
coefficients in the range of [T,, T;] to efficiently
reduce the background noise. Fig. 4 shows the
proposed enhancement method.

Trput noisy
speech

General Honse
Raduction
Waelsttree Filter

L

1. Calculate the histogram of’
cosfficernts

2 Camlate the probabilty
distributins

3. Calmulate adaptive thresholds
4 Dietect voredimvoind

SeDNETES

Decompositon Recinrtadin

Warelet time

Evhanced speech

Figure 4. Proposed voiced/unvoiced detection system based on K-
L divergence

Instead of using the proposed method just as a
voice activity detector, we can use it in order to
calculate suitable threshold values for thresholding
noisy wavelet coefficients. In this new speech
enhancement method, we need to only thresholding
without computing and using a filter. Fig. 5 shows the
proposed speech enhancement method due to this new
idea. As the figure shows the proposed algorithm
composed of 9 steps listed in the following:

¢ Divide the input signal into several segments
due to the Frame Size.

e Perform wavelet packet transform to the input
segment.

e Estimate the noise and clean speech in each
segment.
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Perform wavelet packet transform to the
estimated signals.

In each sub-band, calculate the histogram of
coefficients.

Solve the (9) and (10) and calculate the
adaptive thresholds.

Apply hard thresholding on the noisy
coefficients using adaptive thresholds.
Perform inverse wavelet packet transform to
the enhanced coefficients.

Add the overlapped frames to construct the
whole speech signal.

Inpul noisy speech
L 4

1
| | heamtruction

Hard ol iavalit Adding the

threshalding tree frames

— l
AT —— e
Woise hane s
Hoise & 1 Calculate the histogram of Enhanced speech
Clean coefficients

speech 3 Calsulate the probability
distnbutions

|3 Obtain equations (9), (10}

14 Caloulate adaptive thresholds

Estimation

Figure 5. Proposed speech enhancement system in order to apply
hard threshold

As T, and T, are the number of bins in the
histogram of noisy speech coefficients, we have to
modify the hard thresholding method. The coefficients
with values in the range determined by T, and T,,
marked as noise coefficients and will be removed. The
other coefficients marked as clean speech coefficients
and will be remained with no change.

If we select an actual pdf for noisy speech, clean
speech and noise wavelet coefficients, a general
formula for the threshold value in each sub-band
would be obtained by solving (9) and (10) in
continuous mode. This new issue has been considered
in our recent research.

V. IMPLEMENTATION AND EVALUATION

We carried out several experiments to evaluate the
performance of the proposed method and to compare it
with the classic wavelet based speech enhancement
methods. We selected 10 utterances from TIMIT

TABLE L.

pvicTHEE

database (5 male speakers and 5 female speakers).
Five different noises (white, pink, babble, car and
factory from NATO RSG-10 database) were added to
clean speeches at different SNR levels (0dB, 5dB,
10dB, 15dB, 20dB, 25dB). Three Different frame sizes
(128 samples, 256 samples and 512 samples) were
used for windowing the input signal. A 3-level wavelet
decomposition tree with dbl0 bases function was
exploited. Hard thresholding function were used for
thresholding the wavelet coefficients. Our proposed
method was compared to the classic speech
enhancement method discussed in section 2. We used
Donoho’s method and mini-max method for setting the
threshold value in the classic speech enhancement
method. SNR and PESQ [29] were used for evaluating
our proposed method. SNR is estimated using (14).

SNR = Swz“”?’fif /ng.h [S@&-SOF

i=l i=1

(14

Where § and S are the source signal and the
destination signal, respectively.

PESQ is an objective measurement tool that
predicts the results of subjective listening tests on
telephony systems. PESQ uses a sensory model to
compare the original unprocessed signal with the
degraded signal. The resulting quality score is
analogous to the subjective "Mean Opinion Score"
(MOS) [29]. In the speech processing tests the PESQ
scores are in the range of 0 and 4.5. The higher the
PESQ score, the higher the performance of the noise
reduction method.

The results of implementing the proposed system
are reported in this section. A comparison with the
classic wavelet based speech enhancement method
[17, 30] was provided.

Table 1 shows the average of results of evaluating
the proposed method for all 10 speakers and all noise
types and all input SNR values. Table 2 shows the
total average results of evaluating the proposed
method based on SNR measure.

EVALUATING THE PROPOSED METHOD BASED ON SNR MEASURE FOR 10 SPEAKERS AND 5 NOISE TYPES

Output SNR (dB)

White Pink

Factory Babble Car

Input
SNR (dB) D D

D M P D M P D M

0 L 5, . 54

56 | 42 | 86 | 58 5 8 5.6 4.3

5 9.4 ; 9.9

10 89 | 124 | 104 | 9.8 | 12.1 | 10.1 8.9

10 A 14.2

16.6 | 15.1 | 147 | 16.6 | 14.8 | 13.8

15 .7 | 18.9

21.5 | 199 | 19.6 | 21.1 | 19.6 | 18.7

20 23.8 243

247 [ 235 | 26 | 247 | 246 | 257 | 244 | 23.7

25

30 | 29.6 | 29.5 | 30.2 | 29.2 | 28.6

Average

19.1 | 17.5 ] 17.2 | 189 | 17.2 | 16.3

TABLE 1.

P: Proposed method, D: Donwho’s method, M: Mini-max method

TOTAL AVERAGE OF RESULTS OF EVALUATING THE PROPOSED METHOD BASED ON OUTPUT SNR

Proposed method

Donoho’s method

Mini-max method

el 18.7dB

17.2dB 16.5dB
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As the results show, in average, our proposed
method has improved the input SNR up to 1.5 dB and
2.2 dB in comparison to the Donoho’s method and
Mini-max method, respectively, for different input
SNR values and different noise types.

Fig. 6 (a-¢) shows the average of results of
evaluating the proposed system, based on PESQ
measure, for 10 speakers and for 5 different noise

types.
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Figure 6. Evaluating the proposed method based on the PESQ
measure for /0 speakers and 5 additive noise types

As Fig. 6 shows, in average, our proposed method
has improved the PESQ measure up to 1.2, 0.7 in
comparison to Donocho’s method and Mini-max
method, respectively.

VI. CONCLUSION

In this paper we proposed a wavelet based speech
enhancement that exploits K-L divergence for setting
its threshold values. In each sub-band, two suitable
threshold values have been obtained by solving
equations based on symmetric K-L divergence
between probability distributions of noisy speech and
noise wavelet coefficients. A comparison with classic
speech enhancement system that exploits Donoho's
threshold value and mini-max threshold value was
provided. We conducted some tests using the TIMIT
database in order to assess the performance of the
proposed method and to compare it to the previous
speech enhancement methods. The algorithm is
evaluated using the PESQ and the gain on input SNR.
We obtained an improvement of up to 2.2dB on SNR
and 1.2 on PESQ score for the proposed method in
comparison to the results of the previous wavelet
based methods for tested noises.

We need to compute the adaptive threshold values
in each sub-band based on K-L divergence. This cause
that our method has more computational complexity in
comparison to other wavelet based speech
enhancement methods; but its complexity is acceptable
with attention to its performance.
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