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Abstract—BERT-based models have gained popularity for addressing various NLP tasks, yet the optimal utilization
of knowledge embedded in distinct layers of BERT remains an open question. In this paper, we introduce and compare
diverse architectures that integrate the hidden layers of BERT for text classification tasks, with a specific focus on
Persian social media. We conduct sentiment analysis and stance detection on Persian tweet datasets. This work
represents the first investigation into the impact of various neural network architectures on combinations of BERT
hidden layers for Persian text classification. The experimental results demonstrate that our proposed approaches can
outperform the vanilla BERT that utilizes an MLP classifier on top of the corresponding output of the CLS token in
terms of performance and generalization.
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and trends. This type of analysis offers valuable insights
I INTRODUCTION into various aspects of human behavior and society. In
Social media analysis seeks to extract and interpret  this context, we have chosen sentiment analysis and
information  from  social media  platforms, stance detection as two pivotal tasks within social
encompassing a broad spectrum of data, including ~ media analysis.
opinions, sentiments, emotions, preferences, stances,
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Sentiment analysis involves identifying and
extracting subjective opinions and emotions expressed
in texts, classifying them as positive, negative, or
neutral. Stance detection, on the other hand, focuses on
extracting a user's response to a text written by another
user and is integral to approaches for detecting fake
news.

This article specifically concentrates on the Persian
language. BERT! [1] and its extensions stand out as the
state-of-the-art models for Persian text classification.
Various monolingual and multilingual versions of
BERT have been developed for Persian, and for this
work, we employ XLM-RoBERTa, a multilingual
model based on the BERT architecture, which we will
refer to as BERT for simplicity throughout this paper.
While achieving good results can be as simple as
applying a Multi-Layer Perceptron (MLP) solely on the
[CLS] token, our approach involves using a more
complex network on all tokens, particularly from some
of the last layers, to enhance accuracy.

The majority of existing works utilize BERT with a
default pooling layer, relying solely on the final hidden
state of the [CLS] token and one or more fully
connected layers. Some studies have incorporated a
Convolutional Neural Network (CNN) on BERT
output, referred to as BERT-CNN in literature [2-4].
Generally, we categorize these models as BERT-X,
where X represents the auxiliary network name.
However, few comprehensive comparative studies of
BERT-X models for social media analysis have been
conducted in Persian, and the absence of available code
poses an additional challenge.

To address these challenges, we propose several
BERT-X models, including BERT-MLP, BERT-
LSTM, BERT-CNN, BERT-WeightingCLS, and
BERT-ClsAverageMax, drawing inspiration from
models in other languages. These models are
systematically compared in two Persian social media
analyses: sentiment analysis and stance detection.
Moreover, these models can be easily adapted for other
Persian text classification tasks. The results indicate
that BERT-LSTM achieves the highest performance for
sentiment analysis with an F1-macro score of 64.56%
and an F1-micro score of 73.00%. Similarly, BERT-
WeightingCLS attains the best results for stance
detection with an F1-macro score of 66.30% and an F1-
micro score of 71.58%.

The subsequent sections of this article are organized
as follows: Section 2 provides a literature review
covering two aspects of our work—BERT-X and
Persian social analysis. Section 3 outlines our proposed
models, offering details on task definition and model
architectures. Section 4 presents our experiments and
analysis, while Section 6 concludes the article and
suggests directions for future research.

Il.  RELATED WORKS

This section provides a review of the relevant
literature related to our research, focusing on two main
aspects: research method and research domain. Our
research methodology revolves around BERT, and
thus, the initial subsection offers a comprehensive

! Bidirectional Encoder Representations from Transformers
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overview of models with different heads. The research
domain specifically explores Persian social media
analysis, encompassing Persian sentiment analysis and
Persian stance detection. The second subsection
summarizes Persian literary works related to sentiment
analysis and stance detection.

A. BERT-X

BERT remains an efficient and state-of-the-art
approach for various natural language understanding
tasks. Originally, the [CLS] token of BERT was utilized
for sentence classification, often employing a simple
MLP on the [CLS] vector for this purpose. Our BERT-
MLP is part of this model group. Additionally, we
introduce BERT-WeightingCLS, which utilizes a
dynamic average of the last four layers [CLS]
embeddings before applying an MLP. Recent works
suggest using all embedding tokens, not just [CLS],
involving some last layers rather than just the final one,
and employing a more complex network on BERT.
Lehecka et al. [5] employed a time-distributed
feedforward on all text tokens (excluding [CLS] token),
followed by max-pooling and average-pooling on the
time-distributed feedforward outputs. Our BERT-
ClsAverageMax is inspired by this work, with the
distinction of using concatenation instead of summation
to enhance network capacity.

Several studies employ a combined architecture of
BERT and CNN. In some of these instances, BERT is
utilized for the initial representation, with this
representation then inputted into a CNN for further
representation. Subsequently, these two representations
are processed in a network for the final prediction.
Zheng et al. introduced one of the early architectures for
classification using BERT and CNN. In this study,
BERT is employed for the representation of each token
in the initial step, followed by the application of kx1
convolution to text tokens (excluding [CLS] and [SEP])
to extract local information. The [CLS] embedding and
the CNN outputs are fed into another Transformer
encoder for the final prediction [6].

Wan et al. [7] investigated financial causal sentence
recognition using a model very similar to Zeng et al.'s
[6] work. Dong et al., in their examination of
commodity sentiment analysis, utilized a BERT-CNN
model. Their model employs the [CLS] token of BERT
as the initial sentence representation to extract global
features. This representation is then fed into a simple
CNN network consisting of convolution and pooling
layers for local feature extraction. The concatenation of
the BERT output and CNN output is processed with a
single, straightforward classification layer [2].

Jia proposed a framework based on BERT, CNN,
and attention mechanisms for the sentiment
classification of Chinese microblogs. The [CLS]
token's output serves as the text embedding, while the
embeddings of other tokens are input into a CNN. The
CNN incorporates a convolutional layer, top-k-average
pooling, attention pooling, and dense layers. The
outputs of BERT and CNN feed into another attention
layer [8].
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Some researchers prefer a pipeline involving BERT
and CNN, wherein BERT processes inputs, and the
processed output is then fed to a CNN. Some works
incorporate an additional network to process the CNN
outputs. Kaur et al. developed a BERT-CNN model for
requirements classification. The proposed model
combines BERT with convolution and pooling layers.
The complete matrix of token representations from the
final BERT model is inputted into the CNN network

[9].

Chen et al. enhanced Chinese news categorization
with the LFCN model, treating it as a long text
classification task. An algorithm extracts short text
pairs from the lengthy input text. Subsequently, BERT
is utilized for text embedding, followed by the
application of a convolution-based layer to extract
crucial local features [10].

Abas et al. employed a BERT-CNN for emotion
detection in SemEval-2019. Their approach involves
sending the BERT output to a CNN comprising a
convolutional layer, pooling layer, dropout layer, dense
layer, and output layer [4]. Ouni et al. developed a spam
detection model for the social media domain, utilizing
BERT and a topic model for the initial representation.
Following this, a CNN classifier with three filter sizes
is employed for classification [11].

Safaya et al. utilized BERT-CNN for Offensive
Speech Identification in Social Media for SemEval-
2020. They utilized the output of the last four hidden
layers of all tokens as the text embedding.
Subsequently, convolutions with five different sizes
(768x1, 768x2, 768x3, 768x4, and 768x5) are applied
to the text embedding. Finally, ReLU, Global Average
Pooling, and a dense layer are employed for
classification [3].

Our BERT-CNN method is part of the BERT-CNN
pipeline and utilizes the last four representations of
layers, similar to Safaya's work [3]. The distinguishing
feature of our work compared to others is the
incorporation of dilation convolution, which facilitates
global feature extraction. Thus, the combination of
vanilla convolution and dilation convolution allows for
the extraction of both local and global features
simultaneously.

In a parallel line of research, a BERT-LSTM model
is introduced. Rai et al. developed a BERT-LSTM for
fake news classification, incorporating an LSTM layer
and an MLP after the BERT model [12]. Pandey et al.
proposed a BERT-LSTM for sarcasm detection in
code-mixed social media, consisting of BERT, LSTM,
and a dense layer in sequence [13]. Pham-Hong and
Chokshi employed the BERT-LSTM maodel with the
Noisy Student method for multilingual offensive
language identification in social media at SemEval-
2020. The architecture of their model utilizes BERT for
token embedding, with the outputs of text token
embeddings sent to an LSTM network. The LSTM's
output and the BERT embedding of the [CLS] token are
concatenated and inputted to an MLP for classification
[14].

Cai et al. utilized a BERT-BILSTM model for
sentiment analysis in the energy market domain, where
the outputs of all tokens, including the [CLS] token
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from BERT, are inputted into a BiLSTM for the final
text embedding [15]. Phan et al. developed a model
based on BERT, CNN, BiLSTM, and GCN for aspect-
level sentiment analysis. BERT-BILSTM creates
contextualized word representations, followed by GCN
extracting significant features. In the final stage, CNN
classifies the processed embedding [16]. Song et al.
proposed a BERT-LSTM and a BERT-Attention for
sentiment analysis in an aspect-oriented manner. These
models extract embeddings of the [CLS] token from all
layers. The BERT-LSTM inputs the [CLS] embeddings
to an LSTM pooling, and the BERT-Attention attends
from a learnable fixed query to embeddings [17]. This
work serves as inspiration for our BERT-LSTM model.

B. Persian Social Media Analysis

Some research focuses on Persian sentiment
analysis. Gasemi et al. proposed cross-lingual Persian
sentiment analysis, employing a sentence-aligned
supervised approach, BilBOWA, and an orthogonal-
based word-aligned approach, VecMap, for cross-
lingual embedding. They utilized a combination of
CNN and LSTM for text classification [18]. Dashtipour
et al. introduced a hybrid framework based on
dependency grammar rules and neural networks. In this
framework, the input text is parsed using a dependency
parser. If dependency-based rules can detect the text's
polarity, the framework returns it; otherwise, the CNN-
based or LSTM-based model predicts the polarity [19].
In a subsequent research endeavor, Dashtipour et al.
developed a model relying solely on deep neural
networks, utilizing FastText for word embedding and a
stacked BIiLSTM for text classification in the optimal
setting [20]. In another study, Dashtipour et al.
investigated the accuracy of an ensemble method
incorporating various classifiers [21].

Shumaly et al. proposed a method based on
FastText as the word embedding and a CNN model for
text classification [22]. Jafarian et al. employed a
traditional BERT for aspect-based sentiment analysis
[23]. Davar et al. proposed a model based on BERT and
BiLSTM. Similar to our work, they compared some of
the pooling heads. The key distinctions between our
work and theirs lie in the research domain (political vs.
shopping), code availability (our codes are open), and
complexity (our models are dedicated and have more
learnable parameters) [24]. Dehghani et al. developed a
model based on BERT, 1D-Convolution, and BiLSTM
for Persian political sentiment analysis [25].

Stance detection is less renowned than sentiment
analysis and represents a recent research focus. In the
context of the Persian language, few works have been
undertaken. Zarharan et al. established the first Persian
stance detection dataset. Alongside the dataset, they
utilized a Stack LSTM and classic machine learning
models such as Logistic Regression, SVM, Random
Forest, and Naive Bayes [26]. Nasiri and Analoui
employed Easy Data Augmentation as a data
augmentation technique to enhance accuracy. This
technique involves random deletion, random swap,
random insertion, and synonym replacement [27].
Farhoodi et al. employed Bag of Words, TF-IDF,
FastText, or BERT as the feature extractor. Their
classification arsenal includes classic machine learning
models like Logistic Regression, Decision Tree, SVM,
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Random Forest, KNN, and Ada-boost, alongside deep
learning models such as LSTM and BERT. They also
introduced ensemble models and data augmentation
based on translation and Easy Data Augmentation [28,
29].

In this study, we explore the performance of five
different network architectures across two distinct text
classification tasks on Persian social media. A key
highlight of our research is the comparative analysis of
these architectures across two diverse tasks. This
provides valuable insights for researchers seeking to
select appropriate models for their specific tasks in
future studies. Additionally, some of the architectures
we investigate, such as BERT-CIsAverageMax and
BERT-WeightingCLS, are novel in the Persian context.
Examining these models across both sentiment analysis
(a simpler task involving single text) and stance
detection (a more complex task involving text-pair)
provides a nuanced understanding of which architecture
performs better under different conditions.

Furthermore, while our five proposed architectures
are based on previous works, they include custom-
designed modifications. For instance, in BERT-
ClsAverageMax, we utilize concatenation instead of
simple summation to enhance the network's
performance. In the case of our BERT-CNN, the
combination of wvanilla convolution and dilation
convolution enables simultaneous extraction of both
local and global features, thereby contributing to the
effectiveness of our proposed architectures.

Ill.  PROPOSED METHOD

This section delves into both conventional and
innovative techniques for employing BERT in social
media classification tasks, specifically focusing on
sentiment analysis and stance detection. We scrutinize
various strategies to discern the conditions under which
they yield optimal results.

Initially, two tasks are introduced to assess the
effectiveness of our methods. Following that, the model
architectures of various methods will be elucidated
along with their respective details. Traditional
approaches employ the CLS token for classification,
along with average pooling and max pooling for text
classification. More recent methods, as highlighted in
the previous section, involve the use of CNN, RNN,
GCN, and transformers. These techniques are
implemented in conjunction with different transformer
layers in BERT.

In recent years, transfer learning has demonstrated
remarkable results in natural language processing tasks
like sequence classification, entity recognition, and
question-answering. In our case, the knowledge
embedded in the pre-trained BERT features is
transferred to the downstream task, which, in this
context, is text classification.

Numerous language models tailored for Persian
have been introduced, including monolingual ones
specific to Persian and multilingual ones trained in
Persian alongside other languages. In this work, our
classification task pertains to Persian social media; thus,
we focused on Language Models that support the
Persian language and are trained on social media posts.
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We employ XLM-T, a large language model
specialized in Twitter, retrained on over 1 billion tweets
from various languages until December 2022 [30]. The
base model is XLM-RoBERTa large [31], which is
multilingual and includes the Persian language. For
simplicity, we refer to XLM-RoBERTa as BERT
throughout this paper.

A. Task Descriptions

Sentiment analysis is a technique that leverages
natural language processing, text analysis, and machine
learning to identify and extract the emotional tone and
attitude of a text. It aids in comprehending people's
opinions, feelings, and emotions toward a topic,
product, service, or event. Sentiment analysis finds
applications in diverse domains such as social media,
customer reviews, marketing, politics, and healthcare.
In the context of a tweet post, the objective is to predict
whether the sentiment is negative, positive, or neutral.

Stance detection is a natural language processing
task that seeks to identify the attitude or opinion of a
speaker or writer toward a given topic or claim. For
example, given the main post, "The president states that
the country is in the best condition in the last decade",
and the reply post "Oh, yeah!!", the stance detection
system would label the reply text as "against". Stance
detection has various applications, including analyzing
social media posts, detecting fake news, or
summarizing debates.

In the case of a pair of sentences consisting of a
main post and its reply post, the goal is to predict
whether the stance of the reply post is negative,
positive, or neutral concerning the main post. Various
approaches exist for solving this task, and one
fundamental approach, also known as pair text,
involves placing two posts beside each other with the
SEP token (or </s> in the case of XLM-RoBERTa) in
between and providing it to the BERT model as input.
In this work, we employ this approach to investigate
BERT-X head performance on pair text as input.

B. Proposed Architectures

In this section, we introduce five different
architectures utilized in this paper. All architectures are
identical for the two tasks, except for the BERT input.
In sentiment analysis, a [CLS] token is prepended to the
sentence as a special token for classification. For stance
detection, two texts are concatenated with a [SEP]
token as a separator and a [CLS] token at the beginning.
The subsequent sections elaborate on the input format
for sentiment analysis.

1) BERT-MLP

The BERT-MLP head represents the most common
approach for text classification. It involves using a pre-
trained language model called BERT or its extensions
to encode the input texts into vector representations,
followed by applying a multi-layer perceptron (MLP)
to classify the text labels. BERT is a powerful model
capable of capturing contextual and semantic
information in texts, while MLP, a simple yet effective
neural network, can learn non-linear mappings from
input features to output classes. In this architecture, as
depicted in Fig. 1, two fully connected layers are
applied to the BERT output CLS token, facilitating the
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fusion of features extracted from BERT. After each
fully connected layer, a nonlinear function RELU and a
dropout are employed to prevent overfitting.

S
e’
3
rgmax

Dense

BERT
f t t t
=) G o) ) B

Figure 1. BERT-MLP Architecture for Sentiment Analysis

2) BERT-CNN
Various fusion approaches of BERT and CNN have
led to state-of-the-art methods. Similar to the previous
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section, where BERT serves as vector representation,
and CNN is used for extracting features and classifying
texts into different categories, we introduce a novel
architecture for the CNN network in this work,
illustrated in Fig. 2. The representation of all tokens
from the last four hidden layers is extracted and
concatenated. Four CNN networks with different kernel
sizes are then employed: three simple CNN kernels
with distinct sizes and one dilated kernel. CNN
networks with kernel sizes 2, 3, and 4 (function as 2-
gram, 3-gram, and 4-gram language models) capture
local word-level features. The CNN with a dilated
kernel captures more global features, serving as a
sentence-level feature extractor. By concatenating these
four CNN networks, we leverage both local and global
features together. In the final step, we employ the same
MLP architecture explained in the previous section.

3) BERT-LSTM

Our BERT-LSTM architecture is presented in Fig. 3.
In this design, BERT encodes texts into vector
representations, and LSTM captures the sequential and
temporal information in texts. The BERT-LSTM head
is a common approach for text classification, utilizing
BERT as the base layer and adding an LSTM layer on
top. This allows the model to leverage contextual and
semantic information from BERT along with long-term
dependencies from LSTM.
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Figure 2. BERT-CNN architecture for Sentiment Analysis
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Figure 3. BERT-LSTM architecture for Sentiment Analysis

4) BERT-WeightingCLS

BERT-WeightingCLS utilizes the output of the CLS
token from different layers of BERT, weighting and
combining them to form a final representation for the
text. BERT encodes texts into vector representations,
and the CLS token, a special token added at the
beginning of each text, captures sentence-level
information. The CLS token output from different
BERT layers may contain varying levels of abstraction
and relevance for the text classification task. Weighting
and combining these outputs may enhance the model's
performance and robustness. The architecture of this
model is illustrated in Fig. 4.

Different weighting schemes can be implemented
for the CLS token output from different BERT layers,
such as Scalar Mix, Attention, and Parameter. In this
work, we use a learnable parameter for each BERT
layer, multiplying the CLS token outputs by these
parameters. This method allows control over the
magnitude and direction of each layer's contribution to
the final representation, though it may introduce

overfitting or underfitting challenges.
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Figure 4. BERT-WeightingCLS architecture for Sentiment
Analysis

Volume 16- Number 3 — 2024 (9 -18)

e
[3]
[3072] Argmax
Concat Dense J
N ey - t1t L
{ [1024] [ 1oze [1024] J
T Max | Average f
Pooling | Paoling L D“’p"”[}
{[4.4096] RelU 1

I

[ [1024] ] [ [1024) J ‘ [1024] J ‘ [1024] ] [1024] ]

i i i i 1

Y

BERT

N S S S—
) [ (o) (+) [

Figure 5. BERT-ClsAverageMax architecture for Sentiment
Analysis

5) BERT-CIsAverageMax

BERT-CIsAverageMax presents another pooling
layer architecture on top of BERT models for text
classification, combining information from the standard
[CLS] token with pooled sequence output. In our
implementation shown in Fig. 5, the output of the last
hidden layer is pooled in two different ways using max-
pooling and average-pooling. Max-pooling captures the
maximum of each feature across all tokens,
emphasizing strong class-related keywords. On the
other hand, average-pooling outputs the average of each
feature over the sequence, attending to all tokens
evenly. Finally, the features generated from the pooled
output and the output for the [CLS] token are summed
together.

IV. EXPRIMENTS

These methods are evaluated on the ParsiAzma
competition final test dataset. The reported results in the
following are based on this evaluation.

A. Dataset

The datasets used to train the model for this task are
a combination of multiple datasets. This approach
ensures that our model is trained on a larger distribution
of data, preventing bias towards a specific dataset
distribution. On the other hand, datasets that do not
contribute to achieving better results on the test dataset
are omitted, as they have different distributions.

Table 1 displays the datasets used for the training
phase of sentiment analysis, while Table 2 features
datasets used during the training phase of stance
detection.
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TABLE I. DATASETS FOR SENTIMENT ANALYSIS
Dataset # Samples
Crawled Dataset (with Sabri et al. labeled
2175

[32])
Emotion Test ParsiAzma (Labeled for 500
Sentiment)
ParsiAzma Sample Dataset 30

TABLE II. DATASETS FOR STANCE DETECTION
Dataset # Samples

ParsiAzma Stance dataset 4063

1000

Crawled Dataset

B. Evaluation Metrics

Precision, recall, and F1 scores are reported for each
task and model. Given that both tasks here are multi-
class, Macro average and Micro average are two
methods commonly used to aggregate class results. In
the former, precision, recall, and F1 scores are first
calculated for each class, and then for each metric, the
average of all classes' results is considered the final
score. But, in the latter, all data points have an equal
effect on the final metrics, resulting in precision, recall,
and F1 scores equal to the accuracy. It is worth
mentioning that, in the Macro average, if precision and
recall are unbalanced for some classes, the final F1
score can be lower than both the final precision and
recall scores.

C. Sentiment Analysis

Table 3 presents the results of all models for the
sentiment analysis task. In terms of evaluation using F1
Macro and F1 Micro metrics, it can be generally
concluded that the BERT-LSTM model exhibits
superior performance compared to other models. All
models achieved a higher macro F1 score than BERT-
MLP as the standard BERT architecture for sentence
classification. The models tend to learn better from the
classes that have more samples, resulting in higher
Micro scores than Macro scores. This is because the
Micro score gives more weight to the large-sample
classes, while the Macro score treats all classes
equally.

D. Stance Detection Results

Table 4 presents the results of stance detection. It is
evident that BERT-WeightingCLS has achieved the
highest scores across all methods, while BERT-LSTM
stands in the second rank. Similarly and based on the
mentioned reason, the Micro scores are higher than the
Macro scores in this task.

Figure 6 illustrates all F1 scores of all models for
the two tasks. The figure demonstrates the substantial
superiority of BERT-LSTM and BERT-
WeightingCLS. It shows that the last layers have
important and different data, and the models can
benefit from these, but BERT-MLP and BERT-
ClsAverageMax cannot. BERT-CNN is a complicated
network that uses all tokens embedding from the last
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layers. Thus, this model is not suitable for these tasks
with low data.

It is important to note that performing sentiment
analysis is less challenging than stance detection.
When dealing with straightforward tasks, the
distinction between a complex network and a simpler
one is negligible. Thus, nearly all models achieve
comparable outcomes when it comes to sentiment
analysis, which is considered an easier task. However,
a more noticeable difference is observed in stance
detection, which is a more complex task. In such
instances, it is advantageous not only to utilize the CLS
token from all layers but also to avoid adding
unnecessary complexity to the network. Therefore,
employing WeighteningCLS can effectively meet both
requirements.

E. Number of Parameters

In this section, we examine the number of
parameters for each architecture. Table 5 shows the
total parameters of the model and the number of
parameters of the head only (the BERT parameters are
not included in the Head Parameters column).

As shown in this table, the head parameters do not
make a significant difference in the total number of
parameters (at most 0.5 percent of the total
parameters), so the training and inference phases do
not change in terms of time and computational costs.
Moreover, having more parameters does not
necessarily lead to better results, and it depends on the
task and how the BERT features are combined. BERT-
LSTM and BERT-WeightingCLS, which achieve
better results in both tasks, almost have fewer
parameters compared to other architectures.

V. CONCLUSION

In this study, we explore the utilization of BERT-X,
which combines BERT as a text feature extractor and
an auxiliary network as a classification head, for
Persian social media analysis. We propose five variants
of BERT-X, namely BERT-MLP, BERT-CNN,
BERT-LSTM, BERT-WeightingCLS, and BERT-
ClsAverageMax, based on existing architectures, and
evaluate them on two tasks: sentiment analysis and
stance detection. Our results demonstrate that BERT-
X with a complex network can outperform BERT-X
with a simple MLP. Moreover, we found that BERT-
LSTM and BERT-WeightingCLS achieved the highest
performance scores on the two tasks. For sentiment
analysis, BERT-LSTM obtains a macro F1 score of
64.56% and a micro F1 score of 73.00%. For stance
detection, BERT-WeightingCLS achieves a macro F1
score of 66.30% and a micro F1 score of 71.58%.

For future work, we suggest the following
directions:

o Developing more variants of BERT-X and
comparing them with our proposed architectures

e Conducting more experiments on other Persian
social analysis tasks, such as emotion recognition

e Extending our work to other languages and
presenting cross-lingual experiments

Analyzing the reasons behind the different
performance of BERT-X variants
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Figure 6. Comparison of all models for two tasks and two metrics

TABLE III. RESULTS OF BERT-X MODELS FOR SENTIMENT ANALYSIS
Macro Micro
Precision Recall F1 Precision Recall F1
BERT-MLP 64.19 68.12 63.34 72.60 72.60 72.60
BERT-CNN 65.27 69.39 63.71 72.40 72.40 72.40
BERT-LSTM 65.23 69.83 64.56 73.00 73.00 73.00
BERT-WeightingCLS 65.22 70.39 64.44 72.80 72.80 72.80
BERT-CIsAverageMax 65.16 71.08 63.78 71.30 71.30 71.30

TABLE IV. RESULTS OF BERT-X MODELS FOR STANCE DETECTION

Macro Micro
Precision Recall F1 Precision Recall F1
BERT-MLP 64.68 65.27 64.47 68.48 68.48 68.48
BERT-CNN 61.77 61.30 61.33 67.31 67.31 67.31
BERT-LSTM 64.74 65.67 65.16 69.77 69.77 69.77
BERT-WeightingCLS 67.16 65.72 66.30 71.58 71.58 71.58
BERT-ClsAverageMax 63.32 64.58 63.83 68.22 68.22 68.22
TABLE V. NUMBER OF PARAMETERS
Model Architecture Head Total
Parameters Parameters
BERT-MLP 1,052,675 560,943,107
BERT-CNN 1,577,091 561,467,523
BERT-LSTM 1,313,539 561,203,971
BERT- 3,099 559,893,531
WeightingCLS
BERT- 3,149,827 563,040,259
ClsAverageMax
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