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Abstract— In this paper, a speaker-dependent speech enhancement is performed by using the codebooks. For this 
purpose, making use of the STFT parameters, two codebooks are designed for speech and noise separately. In order 
to design the speech codebook, an adequate number of sentences of particular speakers are used. Utilizing an 
estimator based on a perceptually weighted distance function, we start searching within the codebooks to find the true 
indexes for each noisy frame. After finding the true indexes, we synthesize the enhanced speech by using the selected 
indexes of the speech codebook. As a modification, we suggest two methods to reduce the search time as follows: 
firstly, a new method for reduction of the codebook size is described. Secondly, by utilizing the relation between the 
spectral center-of-gravities of the speech, noise and noisy speech, the search area within the codebooks is effectively 
reduced. Simulation results show that the proposed method can enhance a noisy speech with low SNR. Moreover, 
since the proposed method is performed frame by frame and it does not use the previous frames of the noisy speech, 
therefore this method can enhance the noisy speech contaminated by a highly non-stationary noise. 

Keywords- Short time Fourier transform (STFT), speech enhancement, codebook. 

I. NTRODUCTION

Speech enhancement is conventionally used as a 
preprocessing step in various areas of the speech 
processing [1]. Single channel methods are very 
applicable methods for speech enhancement. The 
capability of these methods depends on the SNR level 
of the noisy speech. For example, in the spectral 
subtraction [2] and wiener filter [3] methods, the voice 
activity detector (VAD) is required for silence 
detection. On the other hand, the performance of VAD 
is decreased when the SNR level of the noisy speech is 
decreased [4].

In adaptive spectral subtraction [5], adaptive wiener 
filter [6], subspace [7,8], and kalman filter [9] 
methods, it is required to employ the noise estimation 
approaches whereas the noise estimation approaches 
do not have good performance for low SNR levels 
[10].  

In the HMM [11,12] and codebook based [1] 
methods, the linear predictive (LP) coefficients are 
used to compute the wiener filter. Then the noisy 
frame is passed through the wiener filter and 
consequently the enhanced speech is obtained. As a 
drawback of these methods, LP coefficients contain 
only the envelope data of the speech spectrum. They 
do not contain the more detailed data such as the pitch 
information. Therefore, for low SNR levels of the 
noisy speech, the enhanced speech does not have an 
appropriate perceptual quality. In other words, these 
methods are suitable for speech enhancement when the 
SNR level of the noisy speech is more than 0dB. 
[1,11,12].  

In this paper, a novel method for enhancement of 
the noisy speech with negative SNR is proposed. We 
do not estimate the noise from silence or previous 
frames. In order to enhance the noisy speech, we do 
not also employ any filter. In the proposed method, the 



enhanced speech is synthesized by using the speech 
codebook. This codebook contains the STFT 
parameters of the speech. For design of this codebook, 
an adequate number of sentences of particular 
speakers are used. It means that we propose a speaker-
dependent speech enhancement [13]. Besides a noise 
codebook is designed for a particular noise. For each 
noisy frame, all combinations between the speech and 
noise code-vectors should be evaluated. Then, the 
selected speech code-vectors are used to synthesize the 
enhanced speech. Therefore, the quality of the 
enhanced speech depends on both the proper design of 
the codebooks and true selection of the speech code-
vectors in the search process. Simulation results show 
that the proposed method can enhance the noisy 
speech with low SNR. Besides, since the proposed 
method is implemented frame by frame and it does not 
use the previous frames of the noisy speech, therefore 
this method can enhance the noisy speech 
contaminated by a highly non-stationary noise. 

The application of the proposed method is the 
enhancement of the noisy speech of particular 
speakers. These speakers are modeled by using a 
codebook. Moreover, it is assumed that we know the 
type of the noise contaminating the speech [14]. So we 
use the particular codebook of that noise. 

In section 2, a new algorithm for speech 
enhancement is proposed. In section 3, a new method 
for codebook design is presented. Then two new 
methods for reduction of the search time are proposed 
in section 4. Making use of MATLAB simulations, the 
proposed algorithm is verified in section 5 and finally 
the paper is concluded in section 6. 

II. SPEECH ENHANCEMENT BY USING THE CODEBOOK 

Consider an additive noise model as follows where 
)(ny , )(nx , and )(nw  are the noisy speech, speech, 

and noise respectively. The parameter n denotes the 
time sample. 

)()()( nwnxny    (1) 

The standard deviation of the noisy speech, speech, 
and noise are defined as follows: )(2 nyEy ,

)(2 nxEx , and )(2 nwEw . In these 
relations {.}E  denotes the expectation function. We 
can normalize the speech and noise as shown below 
where )(ˆ nx  and )(ˆ nw  are the normalized values of 

)(nx  and )(nw , respectively. Thus, we have 
1)(ˆ 2 nxE  and 1)(ˆ 2 nwE .
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Making use of above relations, the noisy speech is 
rewritten as follows: 
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Assuming )(nx  and )(nw  are independent and zero 
mean, we have: 
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Employing relation (5) and defining 
y

x , relation 

(4) can be written as follows: 

))(ˆ1)(ˆ()( 2 nwnxny y   (6) 

In this relation, )(ˆ nxy  implies to the speech. Since 
in the silence frames, there is not any speech signal 
and only the noise signal exists, therefore we have 

0 . Correspondingly, 1  implies that the 
frames are not contaminated with any noise. 

In this paper, making use of a priori information 
contained in the speech and noise codebooks, a new 
method is proposed to enhance the noisy speech. The 
speech codebook is trained by using an adequate 
number of sentences of particular speakers. The noise 
codebook is also designed for a particular noise of the 
database. These codebooks contain STFT parameters 
of the speech and noise. We assume that the speech 
and noise codebooks have xN  and wN  vectors, 
respectively.  

We model the observed noisy speech, y(n), by using 
the codebooks entries. For this purpose we select 
STFT vectors of i

cX  and j
cW  ( xNi ....1 , wNj ...1

) from the speech and noise codebooks, respectively. 
The complex vectors, i

cX  and j
cW , contain both the 

amplitude and phase of STFT parameters. The 
amplitude of these vectors is represented by i

cX  and 
j

cW in which the subscript "c" denotes the codebook. 
Then, the time domain variables, i

cx  and j
cw , are 

calculated as follows: 
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The standard deviation of i
cx  and j

cw  are defined as 
follows: 
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i
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where we have [15, 16]: 
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and FL denotes the frame length. According to 
relations (9) to (12), the standard deviation of i

cx  and 
j

cw  are obtained as follows: 
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Therefore, i
cx  and j

cw are normalized as follows: 

i
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Substituting i
cx  by y in relations (9), (11), and (13), 

y  is calculated in each frame:  

yji and,,, ***

yi and,, **

Figure 1. Block diagram of the proposed method for enhancement 
of the noisy speech with low (negative) SNR. 
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Finally, for 10  and all combinations of i  and j
, we determine the modeled noisy speech, )(nz ij , as 
follows: 

))(ˆ.1)(ˆ.()( 2 nwnxnz j
c

i
cy
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In fact )(nz ij  is the model of y(n). The noisy speech 
y(n) is expressed in relation (6). Moreover, )(ˆ nxi

cy

is the modeled speech, written making use of the i’th
index of the speech codebook and . In order to 
perform the speech enhancement, the optimum index 

of the speech codebook, *i , and the optimum value of 
, * , must be found. The details for finding *i  and 

*  will be explained in the last paragraph of this 
section. 

According to relations (15), (16) and (18), SNR of 
)(nz ij  is:  

)
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(log20
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Thus: 
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We assume that the SNR of the noisy speech varies 
from minSNR  to maxSNR . So in our simulations, 

varies from 5.0

10

)
101

1(
minSNR  to 5.0

10

)
101

1(
maxSNR . If the 

number of  values in the simulations are chosen 
identical to N , the number of calculations of )(nz ij

will be NNN wx . Besides, for detecting the 
silence and noise-free frames, both values of 0
and 1  are also taken into consideration in our 
simulations.  

As mentioned in [1], combinations of codebooks 
entries that minimize the spectrally based distance 
function between the observed and modeled noisy 
speech are selected as the parameters of the speech 
and noise. In other words, the best combination of 
codebooks entries will be obtained through a spectral 
matching perspective [1]. For this purpose, we employ 
the perceptually weighted distance function, PWDF, in 
this paper. This function is introduced in appendix1. 
The advantages of this distance function are explained 
in [17]. The values of i , j  and  that minimize 
PWDF will be adopted as shown in relation (21).  

),(minarg,,
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Y  and ijZ  are the STFT amplitudes of )(ny  and 
)(nz ij , respectively. By using the selected index of 

the speech codebook, i*, and the selected value of ,
* , the enhanced speech (the best model of the speech 

) is obtained as follows: 

)(ˆ..)(
*** nxnx i

cy                 (22) 

that )(ˆ *

nxi
c  is obtained using relations (7), (13) and 

(15). In these relations i  must be replaced by *i . After 
determining all of the enhanced frames, the enhanced 
sentence is obtained by using both the overlap-add 
method (OVA) and phase synchronization technique 
[18]. The block diagram of the above enhancement 
method is shown in Fig.1. Compared to the 
conventional approaches, the advantage of our method 
is that it does not use any filtering in the speech 
enhancement. Besides, it does not estimate the noise 
from the silence or previous frames. In the proposed 



method, the enhanced speech is synthesized by using 
the selected indexes of the speech codebook. 
Simulation results show that the proposed method can 
enhance the noisy speech with a low (negative) SNR. 

III. CODEBOOK DESIGN 

In this section, we propose a new method for the 
codebook design of the STFT parameters. Although 
the following relations are described for the speech 
codebook only, however theses formulas can be 
extended for the noise codebook similarly. Our 
training vectors, rX , are the amplitudes of the STFT 
parameters. Firstly, we normalize all of the training 
vectors as follows: 

Mr
kX

XX
K

k

r

r
r ...,,1;ˆ

1

2
 (23) 

where rX and rX̂ are the training vector and 
normalized training vector, respectively. Moreover k
and K are the frequency index and STFT length, 
respectively. The parameter M is the number of 
training vectors. Then we choose an arbitrary vector 

iX  from the training vectors and quantize other 
training vectors jX  ( Mj ,...,1 ) to it if the condition 
of relation (24) is satisfied.  

10;ˆ,ˆ ThThXXPWDF ji  (24) 

In this relation ji XXPWDF ˆ,ˆ  represents a 
perceptually weighted distance measure between 
vectors iX̂  and jX̂  as explained in appendix 1. 
Besides, Th  is the maximum allowable perceptually 
weighted distance between a vector and its quantized 
vector that is not heard by the human ear. The 
optimum value of Th  is obtained by simulations. 
Therefore, a set of vectors is quantized to iX with 
quantization error less than the threshold value, Th . In 
other words, iX  will be a vector of the codebook that 
we are designing. In order to find the other vectors of 
the codebook, we choose another arbitrary vector from 
the un-quantized training vectors and repeat the above 
quantization algorithm for un-quantized training 
vectors again. This procedure is continued until all of 
the training vectors are quantized. Making use of the 
above algorithm, the vectors of the codebook are 
selected from the training vectors. In other words, for 
extraction of the code-vectors we do not employ any 
averaging techniques while conventional methods 
such as LBG [19] utilize an averaging process to 
extract the code-vectors. 

As shown in relations (7) and (8), in the proposed 
enhancement method of section 2 we need both the 
amplitude and phase of the STFT vectors. Therefore, 
while we are designing the codebook, both the 
amplitude and phase of the STFT must be selected. In 
contrast, in the LBG method the code-vectors are 
extracted by using an averaging process on the 
amplitudes of STFT parameters. Each of these code-
vectors is not necessarily identical to one of the 
training vectors. Therefore, it is not possible to select 
the proper phases for them.  

IV. REDUCTION OF THE SEARCH TIME 

As mentioned in section 2, we must calculate nzij

for all combinations of i , j , and . Therefore, it is 
required searching through the large amounts of 
codebooks entries ( NNN wx  combinations of the 
codebooks entries). In this section as a modification, 
two methods are suggested to reduce the search time 
in the enhancement procedure of this paper. 

A. Reduction of the codebooks size 

If the size of the codebooks is reduced, the search 
time will be decreased. For this purpose, the designed 
codebook of section 3 is modified as follows: Firstly, 
considering the number of training vectors that are 
quantized to each code-vector, we sort the vectors of 
the previously designed codebook. In example, 
assume ih  and jh )....1,( xNji  denote the number 
of training vectors that are quantized to code-vectors 

i
cX  and j

cX , respectively. The sorting algorithm is 
performed as follows: if ji , then ji hh . In fact 

x
Nx hhhH ,,, 21  is the histogram of the code-

vectors where for ji , the number of training 

vectors quantized to i
cX  are more than those 

quantized to j
cX .

The vectors that have smaller probability will be 
heard in a sentence less than those have greater 
probability and vice versa. So the vectors having 
smaller probability can be quantized with a greater 
quantization error than those having more probability. 
Therefore, in order to modify the codebook, we 
quantize the training vectors again with a variable 
threshold as described in the following relations. In 
relation (25), corresponding to each code-vector m

cX ,
the threshold )(mThc  is defined. The parameter Th
denotes the threshold value that is used previously 
(section 3) in the design of the initial codebook. 
Moreover,  is a parameter that its optimum value is 
obtained through the simulation. 

x
x

c NmTh
N
mmTh ,,2,11    (25) 

Then corresponding to each training vector, the 
threshold ),,2,1( MiiTht  is defined as follows 
where )( iXq  denotes the quantized vector of iX .

mi
ct c

XXqifmThiTh    (26) 

In other words, all of the training vectors that are 
previously quantized to an identical code-vector will 
have an equal threshold.  

After determination of iTht  for all values of i , we 
start to design the final codebook. The procedure for 
designing the final codebook is approximately 
identical to that of the initial codebook. The only 
difference between these procedures is that instead of 



relation (24), the following relation is utilized for 
quantization.  

iThXXPWDFifXXq t
jiij ˆ,ˆ       (27) 

In fact, in the design of the final codebook the 
vectors with less probability have a greater threshold, 
leading to decrease the size of the codebook. Although 
the above relations are described for speech, however 
they can also be employed in order to reduce the size 
of the noise codebook. 

B. Proposed search algorithm 

In this section, the spectral center-of-gravity, COG ,
of the noisy speech ny  is investigated. Definition of 
COG  for each frame of the noisy speech is as follows 
[20,21] where the variable p denotes the frame 
number.  
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                      (28) 

Similarly COG  is obtained for both the speech 
nx  and noise nw , separately. For this purpose, in 

relation (28) the variable kY  must be substituted by 
kX  and kW , respectively. Moreover, the 

subscript y  must be substituted by x  and w ,
correspondingly. According to appendix 2, we have: 

pCOGpCOGpCOGpCOGpCOG wxywx ,max,min

             (29) 

Making use of the above relation, in following 
paragraphs a new search algorithm is proposed that 
avoids searching in unprofitable combinations. For 
this purpose, both the speech and noise codebooks are 
sorted with respect to their center-of-gravity values as 
follows: 

xcxcx NjijCOGiCOGjiif ,,2,1,   (30) 

wcwcw NjijCOGiCOGjiif ,,2,1,  (31) 

In the above relations the subscripts cx  and cw
denote the codebooks of the speech and noise, 
respectively. iCOGcx  and iCOGcw  are obtained 
according to relation (28). For this purpose the 
variable Y  must be substituted by i

cX  and i
cW ,

correspondingly. The subscript y  must also be 
replaced by cx  and cw , in the same way. It is 
important to note that in this step, we have never 
designed other codebooks. We only sorted the entries 
of the codebooks with respect to their center-of-
gravities. 

In the search algorithm, firstly the value of 
pCOG y  is calculated. Then it is tried to find the 

proper values of indexes pk x  and pk w  in the 
speech and noise codebooks so that the following 
relations are satisfied. 

pkiifpCOGiCOG

pkiifpCOGiCOG

xycx

xycx

&  (32) 

pkjifpCOGjCOG

pkjifpCOGjCOG

wycw

wycw

&  (33) 

According to relations (29), (32), and (33), therefore 
it is sufficient to perform the search only in two groups 
of code-vectors. The first group is comprised of 
speech code-vectors with indexes pki x and noise 
code-vectors with indexes pkj w . The second 
group is comprised of speech and noise code-vectors 
with indexes pki x  and pkj w , respectively. 
Making use of this approach, the search domain is 
restricted and consequently the search time is reduced. 

V. SIMULATION RESULTS

We use the Cooke database [22] consisting of 34 
speakers uttering 500 sentences. We select four 
speakers including two male speakers (speakers 2 and 
10) and two female speakers (speaker 7 and 16) from 
the database. We use 450 sentences of each speaker to 
train the codebooks. Besides, 4 different noises are 
separately utilized. They are babble noise, street noise 
from aurora database, factory noise, and volvo noise 
from noisex-92 database. The sampling rate of the 
sentences and noises of the databases are reduced to 
that of the noisy speech, 8 kHz. The frame length and 
frame shift are identical to 32ms and 10ms, 
respectively. Moreover, in order to extract the STFT 
parameters, the hamming window and 1024-point FFT 
are utilized. In the following simulations, 10 sentences 
from each of four speakers are used as the test 
sentences for evaluation of the speech codebooks. Of 
course, test sentences are different from training 
sentences. Besides, both the mentioned test sentences 
and unused signals of each noise are employed for 
generating the noisy speech with various SNR levels.  

Firstly, the speech codebook is designed for various 
values of Th . For this purpose, the method of section 
III is employed. In figures 2 to 5, the average of PESQ 
[1] and the codebook size are depicted versus Th  for 
speech codebook. Since PESQ=3.8 is an appropriate 
selection for the speech codebook [23], therefore Th
is obtained as shown in table 1. Then the noise 
codebooks with several sizes are designed for each 
noise. These codebooks are designed by using of 
several values of Th, separately. Now we enhance the 
noisy speech by using of the selected speech 
codebooks and noise codebooks with several sizes, 
separately. In figures 6 to 9 the average of PESQ over 
all speakers is shown versus the noise codebook sizes 
for SNR equal to -10dB. As shown in figures 6 to 9, 
we choose noise codebook sizes according to table 2. 
The PESQ values of the enhanced speech are 
approximately saturated in the chosen noise codebook 
sizes. 

In the following simulations, by using relation (20), the 
values of  are obtained for SNR levels from -12dB 



to 12dB with the step 1 dB ( 25N ). In order to find 
the true indexes from codebooks, the relation (21) is 
utilized. Then making use of relation (22), the 
enhanced speech is synthesized. Before the 
presentation of enhancement results, we investigate the 
drawback of the proposed method and modify it. The 
drawback of the above method is that we must evaluate 
too many combinations in each frame, which is very 
time consuming. The number of combinations that 
must be calculated in each frame is equal to 

NNN wx . This causes a time-consuming 
enhancement process for proposed method. Therefore, 

to reduce the search time, we will employ the proposed 
methods of section IV as follows. 

TABLE 1. APPROPRIATE TH AND CODEBOOK SIZE FOR 
VARIOUS SPEAKERS 

speakers Spk1 Spk2 Spk3 Spk4 

Th 0.145 0.147 0.15 0.130 

Codebook size 18000 16700 16500 22800 

4 Th

Th

(a)

(b)

Figure 2. (a) PESQ and (b) codebook size 
versus Th for spk1

Figure3. (a) PESQ and (b) codebook size 
versus Th for spk2

   

Figure 4. (a) PESQ and (b) codebook size 
 versus Th for spk3 

Figure5. (a) PESQ and (b) codebook size 
 versus Th for spk4 

Figure 6. (a) PESQ and (b) codebook size 
versus Th for babble noise codebook

Figure 7. (a) PESQ and (b) codebook size  
versus Th for factory noise codebook



Figure 8. (a) PESQ and (b) codebook size 
versus Th for volvo noise codebook

Figure 9. (a) PESQ and (b) codebook size  
versus Th for street noise codebook 

In the design of the speech codebook based on the 
method described in section IV.A, it is necessary to 
find the optimum value of . For this purpose, the 
codebooks are designed for various values of Th  and 

. Consequently, the average value of PESQ is 
obtained for each codebook. The simulation results are 
shown for various speakers in figures 10 to 13. 
Moreover, in figures 10 to 13 the speech codebook size 
is shown versus  for various Th  values. Considering 
the simulation results of figures 10 to 13, it is 
concluded that Th ,  and codebook size of table 3 
lead to the appropriate PESQ of 3.8. Then the noise 
codebooks with several sizes are designed for each 
noise. These codebooks are designed by using of 
several values of Th and  separately. Now we 
enhance the noisy speech by using of the selected 
speech codebooks and noise codebooks with several 
sizes, separately. In figures14 to 16 the average of 
PESQ over all speakers is shown versus the noise 
codebook sizes for SNR equal to -10dB. As shown in 
figures 14 to 16, we choose noise codebook sizes 
according to table 4. The PESQ values of the enhanced 
speech are approximately saturated in the chosen noise 
codebook sizes. As shown in table 2, the volvo noise 
codebook size is small enough. Therefore we do not 
reduce it. 

Noise babble factory volvo street

Th 0.343 0.328 0.292 0.275

Codebook 
size

610 175 27 2860 

As shown in the table 3, codebook sizes of speakers 
are not identical. So we reduce codebook sizes to 
8192 as follow. The general histogram of kth speaker 
is shown in figure 17. In this figure “i” denotes code-
vectors indexes and H is the histogram. The nearest 
vector index I (I<8192) is determined for each J
(J>8192). We define 

)()(
)()(

JHIH
XJHXIH

X
J
c

I
c

w
 . Then 

the nearest train-vector IJ
cX  to 

wX  is selected. Then 
I
cX  and J

cX  are replaced with the new code-vector 
IJ
cX  . So all vectors with I>8192 are omitted and the 

codebook size is reduced to 8192. After this 
codebook size reduction the PESQ of speakers is 
reduced a little as shown in table 5. Like this method 
the codebook sizes of noise codebooks are reduced 
to values of table 6. The average value of PESQ of 
final noise codebooks is reduced about 0.02. 

Figure 10. (a) PESQ and (b) codebook size of spk1  
versus  for various Th  values

Figure 11. (a) PESQ and (b) codebook size of spk2  
versus  for various Th  values

TABLE.2. APPROPRIATE TH AND CODEBOOK SIZE FOR 



Figure 12. (a) PESQ and (b) codebook size of spk3 

versus  for various Th  values Figure 13. (a) PESQ and (b) codebook size of spk4  
versus  for various Th  values 

speakers Th Codebook size 

Spk1 0.1 0.33 12500
Spk2 0.05 0.42 11800
Spk3 0.05 0.43 11400
Spk4 0.05 0.43 12000

In section IV.B, based on relations between the 
spectral center-of-gravities of the speech, noise, and 
noisy speech, an algorithm to reduce the search time 
is proposed. This algorithm avoids searching in 
unprofitable combinations of the codebooks entries. 
Simulation results prove this method approximately 
halves the number of combinations that must be 
searched. This fact is more clarified in the following 
paragraphs. 

Noise babble factory volvo street 

Th 0.3 0.3 0.292 0.25
0.33 0.38 0.00 0.25

Codebook
size 562 165 27 1630 

TABLE 5. PESQ OF SPEAKERS AFTER CODEBOOK SIZE 
REDUCTION.

Spk4 Spk3 Spk2 Spk1 Speakers 

3.74 3.76 3.75 3.72 PESQ 

TABLE 6. FINAL CODEBOOK SIZE OF NOISES

TABLE 7. AVERAGE IMPLEMENTATION TIME OF VARIOUS 
METHODS 
 (IN HOUR)

#1 #2 #3 #4 WF LPC-CB
18.4 2.3 9.1 1.1 0.004 0.17 

We enhance the noisy speech by six different methods 
as follows: 1) the codebooks are designed based on the 
method described in section III and the search 
algorithm is performed on all combinations of the 
codebooks entries (method #1). 2) Speech codebook 
size is equal to 8192 and noise codebook size is equal 
to values of table 6. The search algorithm is performed 
on all combinations of the codebooks entries (method 
#2). 3) The codebooks are designed making use of the 
method described in section III and the search 
algorithm is done according to section IV.B (method 
#3). 4) Speech codebook size is equal to 8192 and noise 
codebook size is equal to values of table 6. The search 
algorithm is performed like section IV.B (method #4). 
In addition, the following methods are implemented for 
comparison with our methods. 5) Wiener filter that is 
implemented according to [3] and utilizes the noise 
estimation of [10] (WF method). 6) The method of [1] 
that uses the codebooks of LPC coefficients and wiener 
filtering to enhance the noisy speech (LPC_CB 
method).  
All of the above methods are implemented by 
MATLAB2010 in a personal computer with Dual-Core 
2.67GHz-CPU. The average required time for 
implementation of each method is explained in table.7. 
It is considered that the methods #2, #3 and #4 
approximately reduce the search time by a factor of 
eight, two and seventeen, respectively. 
The average values of the segmental SNR (SSNR)[1], 
SD, and PESQ of the enhanced speech are computed 
for each method. The average values of SSNR, SD, 
and PESQ are summarized in tables 8 to 10 for babble, 
factory, street and volvo noises. These results are 
shown for SNR values of -5dB and -10dB. In addition, 
as our subjective measures, we conducted a Mean 
Opinion Score (MOS) informal listening test to 
measure the perceived quality of the enhanced speech. 
Ten people were asked to give score between 1-5 to the 
enhanced speech (5 represents the clean speech score). 
The average of the listeners’ scores is summarized in 
table.11. These results are shown for SNR values of -5 
and -10dB. It is considered that our methods (methods 
#1 to #4) can enhance the noisy speech with low 
(negative) SNR. The methods #1 to #4 have 

noise babble factory volvo street 
codeboo

k size

256 128 8 51
2

TABLE 3. APPROPRIATE TH,  AND CODEBOOK SIZE 
 FOR VARIOUS SPEAKERS

TABLE 4. APPROPRIATE TH, , AND CODEBOOK SIZE FOR 



significantly better performance than methods WF and 
LPC_CB.  
The noise that contaminates the speech is not heard in 
the enhanced speech. The artifact in the enhanced 
speech is because of the distortion of the synthesis 
process. At low SNR the error of the estimation of 
indexes are increased. So the distortion of the enhanced 
speech is increased and consequently its intelligibility
is decreased. Despite the proposed method, the 
enhanced speech by using WF and LPC-CB methods 
lacks intelligibility at low SNR (below -5dB). In 
contrast, making use of the proposed method 
(method#4) 53% of words of the enhanced speech are 
heard correctly at SNR values of -10dB. 
Considering tables 8 to 11 it is known that the method 
#1 has the best perceptual quality and the most 
implementation time among the proposed methods. On 
the other hands, the method #4 has less perceptual 
quality and smaller implementation time compared to 

other proposed methods. The above simulations and 
measurements are also repeated for SNR values of 0, 5 
and 10 dB. The results are shown in tables 12 to 14. 
Although all of methods have acceptable performance 
in these simulations, however the methods # 1 to #4 
have better performance than WF method and LPC_CB 
method. 
The disadvantage of the proposed methods is that they 
need to a time-consuming search process compared to 
method LPC_CB method. WF method does not need 
any search process and it is implemented very quickly 
while our methods do not have this capability. In fact 
our methods can be employed in off-line applications. 
As the limitations of our methods, they are speaker-
dependent. They also assume that we know the noise 
type contaminating the speech. The above disadvantage 
and limitations are the price that we pay for improving 
the performance in low (negative) SNR conditions.  

TABLE.8. PESQ OF THE ENHANCED SPEECH FOR VARIOUS METHODS (SNR VALUES ARE -10 DB AND -5 DB.) 

Noise Input
SNR(dB) 

PESQ 

Noisy #1 #2 #3 #4 WF LPC-CB
babble -10 0.49 1.85 1.76 1.83 1.75 0.66 0.90 

-5 0.67 2.05 1.97 2.05 1.96 0.84 1.36 
factory -10 0.61 1.75 1.66 1.73 1.65 0.73 0.94 

-5 0.88 2.28 2.19 2.27 2.18 1.01 1.37 
street -10 0.49 1.74 1.66 1.72 1.63 0.63 0.83 

-5 0.67 2.16 2.07 2.15 2.06 0.98 1.34 
volvo -10 1.88 3.01 2.93 3.00 2.92 1.94 2.12 

-5 2.29 3.12 3.03 3.10 3.01 2.33 2.67 

Figure 14. (a) PESQ and (b) codebook size of babble noise 
versus  for various Th  values Figure 16. (a) PESQ and (b) codebook size of street noise  

versus  for various Th  values

Figure 15. (a) PESQ and (b) codebook size of factory noise 
versus  for various Th  values

Figure 17. General histogram of spkk



TABLE 9.SD OF THE ENHANCED SPEECH FOR VARIOUS METHODS (SNR VALUES ARE -10 DB AND -5 DB.) 

Noise Input SNR(dB) SD 
Noisy #1 #2 #3 #4 WF LPC-CB

babble -10 16.1 7.3 7.8 7.5 7.9 10.1 9.2 
-5 14.5 6.5 7.2 6.9 7.4 8.9 8.1

factory -10 14.1 7.8 8.4 8.0 8.6 9.5 9.4 
-5 12.8 6.3 7.0 6.6 7.1 8.7 8.5

street -10 14.7 7.5 8.2 7.9 8.3 9.7 9.6 
-5 13.9 6.8 7.3 6.9 7.3 8.8 8.5

volvo -10 8.9 5.5 6.0 5.6 6.2 4.5 4.3 
-5 7.8 5.3 5.8 5.4 6.0 4.4 4.2

Tables 8 to 14 show a little reduction in the perceptual 
quality of methods that use the COG characteristics of 
the noisy speech (method #3 and method #4). It is 
because of the approximation that is used in 
appendix.2. 

VI. CONCLUSION 

In this paper, making use of the STFT parameters, two 
codebooks are designed for speech and noise, 
independently. Each of these codebooks contains both 
the amplitude and phase of the STFT. For particular 
speakers contained in the speech codebook, the speech 
enhancement is performed as follows. Utilizing a 
perceptually weighted distance function and 
employing a search algorithm within the codebooks 
entries, the true indexes are found and consequently 
the enhanced speech is synthesized by using the 
speech codebook. Besides, as a modification of the 
proposed method, a new method for reduction of the 
codebook size is described. In this method, the training 

vectors having smaller probability are quantized with a 
greater quantization error than those having more 
probability. Finally the speech codebook sizes are 
reduced to 8192. Similarly the codebook sizes of 
noise are also reduced. Furthermore, by utilizing the 
relation between the spectral center-of-gravities of the 
speech, noise and noisy speech, another method is 
proposed for reducing the search area within the 
codebooks entries. Simulation results prove that both 
the above approaches reduce the search time by a 
factor of seventeen. What makes our enhancement 
method outstanding compared to the conventional 
approaches is that this method synthesizes the 
enhanced speech by using the STFT parameters of the 
speech codebook without any need to the filtering 
operations. Besides, it does not require estimating the 
noise from the silence or previous frames. Simulation 
results prove that the proposed method can enhance a 
noisy speech with low (negative) SNR.  

TABLE 10.SSNR OF THE ENHANCED SPEECH FOR VARIOUS METHODS (SNR VALUES ARE -10 DB AND -5 DB.)

Noise Input SNR 
(dB) 

SSNR(dB) 

Noisy #1 #2 #3 #4 WF LPC-CB
babble -10 -13.6 5.6 5.0 5.4 4.7 -0.6 0.5 

-5 -8.7 8.0 7.3 7.7 7.2 0.3 1.1
factory -10 -13.9 4.7 4.0 4.3 3.8 -0.3 0.5 

-5 -9.0 7.8 7.3 7.6 7.1 0.9 1.8
street -10 -14.1 4.7 4.0 4.5 3.9 -0.4 -0.4 

-5 -9.3 7.2 6.6 7.1 6.5 1.1 0.8
volvo -10 -13.4 11.2 10.5 10.9 9.8 -0.3 4.3 

-5 -8.6 13.0 12.3 12.8 12.2 1.8 4.5

TABLE 11. MOS OF THE ENHANCED SPEECH FOR VARIOUS METHODS (SNR VALUES ARE -10 DB AND -5 DB.) 

Noise Input SNR(dB) MOS 

Noisy #1 #2 #3 #4 WF LPC-CB
babble -10 1.00 2.03 1.92 2.02 1.89 1.04 1.14 

-5 1.07 2.24 2.18 2.21 2.15 1.11 1.52 
factory -10 1.03 2.08 1.95 2.06 1.95 1.08 1.15 

-5 1.16 2.37 2.31 2.36 2.28 1.23 1.62 
street -10 1.00 1.93 1.84 1.90 1.81 1.03 1.12 

-5 1.06 2.32 2.25 2.28 2.21 1.24 1.58 
volvo -10 1.81 3.31 3.24 3.27 3.22 2.65 2.81 

-5 2.46 3.52 3.36 3.47 3.35 2.90 3.21 



TABLE 12. PESQ OF THE ENHANCED SPEECH FOR VARIOUS METHODS (SNR VALUES ARE 0 DB, 5DB AND 10 DB.)

Noise Input
SNR(dB) 

PESQ 

Noisy #1 #2 #3 #4 WF LPC-CB
babble 0 0.93 2.61 2.54 2.60 2.53 1.34 1.52 

5 1.30 2.84 2.78 2.83 2.77 1.70 1.87 
10 1.76 3.13 3.07 3.13 3.06 2.13 2.22 

factory 0 1.27 2.79 2.73 2.78 2.72 1.82 1.87 
5 1.73 2.88 2.81 2.86 2.80 1.91 2.02 
10 2.16 3.27 3.20 3.27 3.17 2.34 2.53 

street 0 0.95 2.66 2.60 2.66 2.60 1.85 1.94 
5 1.37 2.82 2.76 2.82 2.76 2.07 2.30 
10 1.86 3.11 3.05 3.11 3.04 2.34 2.68 

volvo 0 2.66 3.16 3.09 3.14 3.07 3.10 3.28 
5 3.02 3.33 3.26 3.31 3.23 3.21 3.41 
10 3.21 3.45 3.38 3.43 3.36 3.36 3.52 

TABLE 13. SD OF THE ENHANCED SPEECH FOR VARIOUS METHODS (SNR VALUES ARE 0 DB, 5DB AND 10 DB.) 

TABLE 14. SSNR OF THE ENHANCED SPEECH FOR VARIOUS METHODS (SNR VALUES ARE 0 DB, 5DB AND 10 DB.) 

Noise Input 
SNR(dB) 

SSNR 

Noisy #1 #2 #3 #4 WF LPC-
CB

babble 0 -4.1 9.3 8.7 9.2 8.6 3.7 3.9 
5 1.1 11.3 10.7 11.2 10.6 6.5 6.6
10 4.7 13.2 12.7 13.1 12.6 7.1 7.1 

factory 0 -4.4 10.5 9.9 10.4 9.8 4.7 5.8
5 1.3 12.8 12.2 12.6 12.1 6.5 6.7 
10 4.7 13.4 12.9 13.4 12.8 7.8 7.9

street 0 -4.6 8.8 8.3 8.7 8.2 4.2 4.5 
5 1.6 12.1 11.5 11.9 11.4 6.5 6.6
10 4.4 13.3 12.7 13.1 12.6 7.7 8.2 

volvo 0 -4.0 13.4 12.9 13.4 12.8 4.7 4.8
5 1.0 13.6 13.2 13.5 13.1 6.5 6.7 
10 4.9 13.9 13.5 13.7 13.4 8.9 8.5

Noise Input SNR(dB) SD(dB) 

Noisy #1 #2 #3 #4 WF LPC-CB
babble 0 12.8 6.4 6.8 6.4 6.9 6.5 6.4 

5 10.2 5.7 6.1 5.8 6.2 4.9 4.6
10 9.1 5.2 5.5 5.3 5.6 4.1 3.9 

factory 0 12.5 6.1 6.4 6.1 6.5 5.8 5.6
5 12.1 5.7 6.1 5.7 6.2 4.6 4.1 
10 11.3 5.2 5.5 5.3 5.7 3.5 3.1

street 0 12.9 6.4 6.9 6.5 6.9 5.7 5.4 
5 12.1 6.0 6.4 6.1 6.5 4.6 4.5
10 10.8 5.1 5.5 5.2 5.6 3.5 3.3 

volvo 0 6.9 5.2 5.6 5.3 5.7 4.3 4.0
5 6.3 5.1 5.3 5.2 5.4 3.1 2.8 
10 5.7 5.0 5.2 5.1 5.3 2.7 2.5
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APPENDIX.1: PERCEPTUALLY WEIGHTED DISTANCE 
FUNCTION

In [17], a perceptually weighted distance function is 
proposed for vector quantization (VQ) of the STFT 
amplitudes of the speech signal. In [17], the 
perceptually weighted distance function between 
vectors )](),.....,2(),1([ KXXXX iiii and

)](),.....,2(),1([ KXXXX jjjj  is defined as shown 

in relation (A1). In this relation i

pX  and j

pX  are the 

preprocessed vectors of iX  and jX , respectively. 
The preprocessing operations are described in [17]. 
Besides, iV  denotes a coefficient that is interpreted as 
the perceptual weight. 
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In order to limit ),( ji
V XXD  between 0 to 1, i
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pX  and iV  are normalized as follows where i
pX̂ ,
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pX̂  and iV̂  are the normalized vectors. 
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According to (A2) we have:  
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Therefore, by using the well-known triangle 
inequality theorem, the following relation is obtained: 
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On the other hand, since 1)(ˆ0 kVi , thus: 
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      (A6) 
Finally the perceptually weighted distance function 
between iX  and jX is defined as shown in relation 
(A7). Considering relations (A5) and (A6), it is easily 
understood that ),( ji XXPWDF  is between 0 to 1. 
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This relation is used in this paper as the perceptually 
weighted distance function. 

APPENDIX.2: SPECTRAL CENTER-OF-GRAVITY 

Assume )()()( nwnxny , so for each frame we 
have: 

KkkWkXkY ,,2,1)()()(   (A8) 
that Y , X , and W  are the STFT of y , x , and w ,
respectively. Moreover, the variables n , k , and K

represent the time index, frequency index and length 
of the STFT (FFT length), correspondingly. For each 
frame the spectral center-of-gravity of signal ny ,

)( pCOGy , is defined as follows where p denotes the 
frame number. 
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Using the approximation of 
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kWkXkWkX , we have: 
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Similarly, spectral center-of-gravities of signals nx
and nw  are obtained as shown below: 
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Thus, relation (A10) is written as follows: 
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where )( pEx  and )( pEw  are: 
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In addition, we have: 
)(),(max)()(),(min pCOGpCOGpCOGpCOGpCOG wxxwx

      (A16) 
)(),(max)()(),(min pCOGpCOGpCOGpCOGpCOG wxwwx

      (A17) 
Performing a few manipulations on relations (A16) 
and (A17), the following formula is obtained: 
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      (A18) 
Finally, considering relations (A13) and (A18), we 
have: 

)(),(max)()(),(min pCOGpCOGpCOGpCOGpCOG wxywx

      (A19) 
In order to verify relation (A19), )( pCOGy , )( pCOG x ,
and )( pCOGw  are determined in each frame for noisy 
speech, speech and noise, respectively. The noisy 
speech is a sentence from the Cooke database, which 
is contaminated by the babble noise. In figures A1.a 
to A1.c, yCOG , xCOG , and wCOG  are shown for a 
noisy speech with SNR levels equal to 5dB, 0dB, and 



-5dB, respectively. It is observed that for most of the 
frames the relation (A19) is satisfied. However, there 
are a few numbers of frames that do not exactly 
satisfy relation (A19). It is because of the 
approximation used in relation (A10). This inaccuracy 
can be neglected with a good approximation.  
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