
A Semi-Supervised Method for Multimodal 
Classification of Consumer Videos 
Mahmood Karimian 

Department of Computer Engineering 
Sharif University of Technology 

Tehran, Iran 
mkarimian@ce.sharif.edu 

MostafaTavassolipour 
Department of Computer Engineering 

Sharif University of Technology 
Tehran, Iran 

tavassolipour@ce.sharif.edu 
Shohreh Kasaei 

Department of Computer Engineering 
Sharif University of Technology 

Tehran, Iran 
skasaei@sharif.edu 

Received: January 15, 2013- Accepted: February 18, 3013 

Abstract—In large databases, lack of labeled training data leads to major difficulties in classification process. Semi-
supervised algorithms are employed to suppress this problem. Video databases are the epitome for such a scenario. 
Fortunately, graph-based methods have shown to form promising platforms for semi-supervised video classification. Based 
on multimodal characteristics of video data, different features (SIFT, STIP, and MFCC) have been utilized to build the 
graph. In this paper, we have proposed a new classification method which fuses the results of manifold regularization over 
different graphs. Our method acts like a co-training method that tries to find the correct label for unlabeled data during its 
iterations. But, unlike other co-training methods, it takes into account the unlabeled data in the classification process. After 
manifold regularization, data fusion is doneby a ranking method which improves the algorithm to become competitive with 
supervised methods. Our experimental results, run on the CCV database, show the efficiency of the proposed classification 
method. 
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I. INTRODUCTION
Video is inundating different databases, most 

significantly the web databases. For instance, YouTube is 
the second largest search engine and the number of 
videos uploaded on it, is dramatically increasing day by 
day[1],[2].As such, existence of methods by which users 
can retrieve their desired videos fast and accurately is 
inevitable. On the other hand, labeling sufficient videos 
using human force is irrational; considering the huge 
volume of available video data. Therefore, semi-
supervised learning methods which try to find the proper 
label of the query video(when there are insufficient 
labeled data available) must be employed to tackle this 

problem[3]. A special characteristic of video data is the 
rmultimodal  property;  i.e.  ,extracting features from 
them could be based on their visual, audio, motional, or 
textual properties [2], [4]. Co-training which exploits the 
multimodal property of video is one of the leading semi-
supervised learning methods. The underlying 
assumptions in co-training methods  include the 
independency of modalities  for a given class  and  the 
ability of each modality to classify data to some extent 
[5].Co-training method is used in[6] for video concept 
detection. In that method, the concepts of videos are 
detected using two modalities. As each modality has a 
limited ability to detect the concept, they are combined as 
a supplement to  
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each other, so that their combination leads to improve 
the labeling accuracy. Till now, the engine of 
classification in co-training methods has been SVM, 
neural networks, or naive Bayes (supervised 
classifiers). In [7] amultimodal  regularization method 
has been proposed to train the classifier. In general, the 
trend in semi-supervised multimodal  algorithms is to 
apply an iterative classification using only labeled data 
and assign  a label to unlabeled data in each step. The 
iteration is continued until all data are  labeled [8], [9], 
[10]. 

Graph-based algorithms are promising 
semi-supervised learning methods. Two fundamental 
assumptions in graph-based methods are[11]: 
• Samples of high similarity measures tend to have

the same labels.
• Estimated label of initially labeled samples

should be as close as possible to their real labels.
There is numerous graph-based semi-supervised

learning methods available; such as manifold 
regularization [11], and local / global consistency [12]. 

II. RELATED WORK
This section gives a comprehensive review on 

related work. In[13], a semi-supervised feature 
analyzing framework for multimedia data 
understanding is proposed and applied to three 
different applications; namely, image annotation, 
video concept detection, and 3D motion analysis. 
Their framework consists of two phases: first they 
apply a feature selection algorithm, called “l2,1-norm” 
regularized feature selection. It can jointly select the 
most relevant features from all data points and then 
apply a manifold learning which analyzes the feature 
space by exploiting both labeled and unlabeled data. 
It is a widely used technique for extending many 
algorithms to semi-supervised scenarios; because of 
its capability of leveraging the manifold structure of 
multimedia data. Their proposed method is able to 
learn a classifier for different applications; by 
selecting the discriminating features closely related to 
the semantic concepts. 

In[14], a novel approach is proposed for 
interesting event annotation in videos that is based on 
semi-supervised learning from  available information 
on the Internet. Concretely, a fast graph-based semi-
supervised multiple instance learning (FGSSMIL) 
algorithm, which aims to simultaneously tackle these 
difficulties for various video domains (e.g., sports, 
news, and movies) in a generic framework, is 
proposed. It jointly explores small-scale expert 
labeled videos and large-scale unlabeled videos to 
train the models. Two critical issues of FGSSMIL are 
as follows. How to calculate the weight assignment 
for a graph construction, where the weight of an edge 
specifies the similarity between two data points, and 
how to solve the algorithm efficiently for large-scale 
dataset through an optimization approach. They use a 
multiple instance algorithm to solve the first problem 
and propose a fast iterative convex optimization to 
tackle the second problem.  They perform the 

extensive experiments in three popular video 
domains; namely, movies, sports, and news. 

It has been proved that graph-based semi-
supervised learning approaches can effectively and 
efficiently solve the problem of labeled data 
limitation in many real-world applications; such as 
video concept detection. A multi-graph based semi-
supervised learning (SSL) method is proposed in [15] 
that utilizes the different modalities of videos. They 
show in their proposed method, named optimized 
multi-graph-based semi-supervised learning (OMG-
SSL),that various crucial factors in video annotation, 
including multiple modalities, multiple distance 
functions, and temporal consistency, all correspond to 
different relationships among video units, and hence 
they can be represented by different graphs. These 
factors have been simultaneously dealt with by 
learning multiple graphs. They have tested their 
approach on the TREC video retrieval evaluation 
(TRECVID) benchmark. The similarity measure in 
graph-based SSL is very important and can be 
considered as the key for these methods. In a video 
concept detection task, the spatial features are not 
sufficient for classification.  

In [16], a novel framework based on spatio-
temporal correlation is proposed for video concept 
detection. The framework is characterized by 
simultaneously taking into account both the spatial 
and temporal properties of video data to improve the 
similarity measurement. In[17], a novel method, 
called joint spatio-temporal correlation learning 
(JSTCL), is proposed to improve the accuracy of 
video annotation. The method is characterized by 
simultaneously considering both the spatial and 
temporal properties of video data to well represent the 
pair  wise similarity. As multimodal  approaches in 
video classification  are becoming  more popular, 
finding a method to fuse the results of learning in 
different modalities becomes important. The main 
idea behind multimodal learning is that separately 
learning from these representations can lead to better 
gains over merging them into a single dataset. In the 
same way as ensembles combine results from 
different classifiers, the outputs given by classifiers in 
different modalities have to be combined in order to 
provide a final class label for the query. 

In real-world, video databases and  specially 
consumer videos (home videos), can be found in very 
large sizes. Indexing the concepts of these videos, are 
more difficult than the TV or another videos that are 
captured by professional cameras. This is because of 
the lack of preprocessing stage in their  capturing 
process which makes the classification and indexing 
of these types of videos to be more challenging. Due 
to the lack of text descriptions as well as the 
difficulties in analyzing the content of consumer 
videos, little work has been conducted to provide 
video search engines in the consumer domain. In [19], 
a content-based consumer video search system based 
on multimodal concept classifications developed. The 
system supports the query-by-example access 
mechanism, by exploiting the query-by-concept 
search paradigm underneath, where online concept 
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classification is conducted over the query video by 
integrating both visual and audio information. The 
system adopts an audio-visual group let representation 
that captures salient audio-visual signatures to 
describe the video content for efficient concept 
classification. 

In [20], a new method for automatically 
classifying consumer video clips based on their 
soundtracks is presented. The main audio feature that 
is used is the mel-frequency cepstral coefficient 
(MFCC) .We have also used this audio feature to 
build a graph on audible features of videos. 

In this paper, we introduce a method in which 
the multimodal  property of video data is combined 
with graph-based semi-supervised algorithms. The 
underlying assumption of our algorithm is that data 
are scattered over a manifold for different modalities. 
This is a rationale assumption as discussed in [3]. 
Furthermore, since in our algorithm the multimodal 
property is utilized, even if data in some of the 
modalities are not structured as manifold, our 
algorithm is robust. The merits of each modality are 
employed in our method using a ranking fusion 
method. First, a graph is formed by using each of the 
existing modalities. Then, a ranking-based decision 
criterion over manifold regularization output of each 
graph is utilized to label the most efficient samples in 
our ranking metric. The algorithm iterates until all 
samples are labeled. The proposed semi co-training 
with graph fusion (SCGF) method has several 
benefits including: 
1. In each step, not only the labeled data but also the

unlabeled ones are utilized in the classifier
training phase. As such, the unlabeled data are
also involved in choosing the best samples to be
labeled; which is why the method is called semi
co-training.

2. Different modalities of video data are exploited
by their related merit. In this paper, we have used
SIFT,STIP, and MFCC features which are visual,
motional, and audible features, respectively. All
of these features are normalized to be comparable
using the bag-of-xmethod [2].

3. Fusion criterion over different graphs guarantees
superior results over the single graph scenario;
which means that the efficiency of each graph is
combined with that of the others.

4. The more proper the graphs are formed, the better
the classification results would be. SCGF is
generic in its graph; which means that the
classification results can be improved if the
graphs are improved.
The rest of the paper is organized as follows. In

Section 2 the graph-based semi-supervised learning 
methods are reviewed. Section 3 is devoted to our 
proposed algorithm. In Section 4the experimental 
results are discussed. Finally, Section 5 draws the 
conclusion. 

III. PROBLEM FORMULATION
We have a multitude of videos as inputs to the 
algorithm; each of them is attributed with three 

feature vectors corresponding to three modalities. If 
the i-th video is denoted by𝑣𝑣𝑖𝑖 ,then 

𝑣𝑣𝑖𝑖 = {𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2, 𝑥𝑥𝑖𝑖3} (1) 

in which  𝒙𝒙𝒊𝒊𝒊𝒊 is the j-thmodality of video𝑣𝑣𝑖𝑖 . 
All videos are separated into two groups of 

labeled,𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,and unlabeled,𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 . Let𝐷𝐷denote 
the set of all videos, then 

𝐷𝐷 = {𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 }

=  {(𝒗𝒗𝒊𝒊,𝒚𝒚𝒊𝒊)}𝒊𝒊=𝟏𝟏𝒍𝒍 +  {𝒗𝒗𝒊𝒊}𝒊𝒊=𝒍𝒍+𝟏𝟏𝒍𝒍+𝒖𝒖  (2) 

in which 𝑦𝑦𝑖𝑖 is the label of the i-thlabeled video. The 
problem now becomes to find the label of unlabeled 
videos{𝑦𝑦𝒊𝒊}𝒊𝒊=𝒍𝒍+𝟏𝟏𝒍𝒍+𝒖𝒖 . To put it in another way, a function 
𝑓𝑓should be obtained which detects the membership of 
each video to the positive or negative group.  

In the graph-based semi-supervised learning 
methods, each sample is considered as a node of the 
graph and each edge is weighted by the similarity of 
its ending nodes. Each graph is denoted by 
matrix𝑾𝑾 defined by: 

𝑊𝑊𝑖𝑖𝑖𝑖 = 𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑙𝑙𝑙𝑙𝑠𝑠𝑖𝑖𝑠𝑠𝑦𝑦�𝑣𝑣𝑖𝑖 , 𝑣𝑣𝑖𝑖 �. (3) 

A function 𝑓𝑓, containing the domain of all nodes, 
must be found such that fulfills two criteria of: 
1. Correctness: the estimated label of 𝑓𝑓for labeled

samples should be as close as possible to their
real labels.

2. Smoothness: estimated labels of 𝑓𝑓must project
the similarity of nodes.  It means that nodes with
higher similarity are more probable to have the
same label.

Manifold regularization meets these two criteria by 
solving the optimization problem 

𝑙𝑙𝑠𝑠𝑎𝑎𝑠𝑠𝑖𝑖𝑢𝑢𝑓𝑓{
1
𝑙𝑙
�𝑉𝑉(𝑥𝑥𝑖𝑖 , 𝑦𝑦𝑖𝑖 , 𝑓𝑓)
𝑙𝑙

𝑖𝑖=1

+ 𝛾𝛾𝐴𝐴‖𝑓𝑓‖𝐾𝐾2

+ 𝛾𝛾𝐼𝐼‖𝑓𝑓‖𝐼𝐼2}

(4) 

where𝑉𝑉 is an arbitrary loss function, 𝐾𝐾 is a ‘base 
kernel’, e.g. a linear or RBFkernel. 𝐼𝐼 is a 
regularization term induced by thelabeled and 
unlabeled data and 𝛾𝛾𝐴𝐴 , 𝛾𝛾𝐼𝐼  are the regularization 
parameters [3]. 

In local and global consistency method, the 
aforementioned two criteria are met but normalization 
is also applied. The optimization problem of local and 
global consistency method is  

𝑙𝑙𝑠𝑠𝑎𝑎𝑠𝑠𝑖𝑖𝑢𝑢𝑓𝑓{ � �
𝑓𝑓𝑖𝑖
�𝐷𝐷𝑖𝑖

−
𝑓𝑓𝑖𝑖

�𝐷𝐷𝑖𝑖
�

2

𝑊𝑊𝑖𝑖𝑖𝑖

𝑢𝑢

𝑖𝑖 ,𝑖𝑖=1

+ 𝜇𝜇�‖𝑓𝑓𝑖𝑖 −  𝑦𝑦𝑖𝑖‖2}
𝑢𝑢

𝑖𝑖=1

(5)) 

in which 𝐷𝐷𝑖𝑖 = ∑ 𝑾𝑾𝑖𝑖𝑖𝑖
𝑢𝑢
𝑖𝑖=1 , 𝜇𝜇  is the regularization 

parameter, and 𝑢𝑢  in is the total number of samples 
consisting of both labeled (𝑙𝑙) and unlabeled (𝑢𝑢) ones. 
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IV. PROPOSED SEMI CO-TRAINING
METHOD 

The block diagram shown  in Error! Reference 
source not found., shows the processing steps in 
SCGF method.  We will develop SCGF in two modes; 
namely, deterministic mode (SCGF-D) and 
probabilistic mode (SCGF-P). 

A. Deterministic Mode
As mentioned above, we have a multitude of videos, 
each of them presented by three feature vectors 
corresponding to three  modalities. First, a graph is 
formed for each of the modalities. Each video sample 
forms a node, and each edge represents the magnitude 
of the similarity between its two ending nodes. We 
have modeled the similarity using 

𝑾𝑾𝑖𝑖𝑖𝑖
𝑠𝑠 = 𝑙𝑙𝑥𝑥𝑒𝑒 �−

�𝒙𝒙𝑖𝑖𝑠𝑠 − 𝒙𝒙𝑖𝑖𝑠𝑠 �
2

𝜎𝜎2 � ,𝑠𝑠 = 1,2,3 (6) 

Where σ is a scalar parameter. 
At first, each graph is pruned using the 

k-nearest-neighbor (KNN) method. In KNN, for each
node only the k edges with highest similarity
measures are kept. After pruning, manifold
regularization is applied to each graph. The output of
manifold regularization for the m-th graph form
svector 𝒇𝒇𝑠𝑠 . The label of each node as positivity or
negativity is decided by its corresponding element
in 𝒇𝒇𝑠𝑠 ; 𝒇𝒇𝑠𝑠  is larger for the samples which are more
likely to be positive.

Efficiency of different modalities of videos 
varies for distinct concepts (or classes). For 
instance,mel-frequency cepstral  coefficients(MFCC) 
which is based on audible properties of videos is 
highly efficient in detecting a dog in a video but 
inefficient to detect butterflies [2]. Therefore, there is 
a need to fuse the results of the graphs over different 
modalities. 

In this paper, we propose to use the co-training-
like method for fusion. 

As shown inError! Reference source not 
found., at the first step, three graphs are made over 
three modalities using the manifold regularization 
(MR) method.Then, a ranking method votes on the 
output of manifold regularization step to label the best 
samples. The metric of the ranking is 

𝜷𝜷(𝑣𝑣) = 𝑠𝑠𝑙𝑙𝑥𝑥(𝒇𝒇𝑠𝑠 (𝑣𝑣)) , 𝑠𝑠 = 1,2,3 (7) 

then𝑢𝑢𝑒𝑒𝑝𝑝𝑠𝑠 samples with large 𝜷𝜷formthe candidates to 
be labeled as positive. Also, 𝑢𝑢𝑢𝑢𝑙𝑙𝑎𝑎 samples with the 
lowest 𝛽𝛽  are added to negative labels. Addition to 
negative samples requires no further process; because  
of the large number of negative data. But, adding 
samples to the positive set should be done with more 
precaution.  
Therefore, another step is required to label a sample  

as positive. Suppose 𝑉𝑉𝑠𝑠𝑙𝑙𝑙𝑙 is the set of 𝑢𝑢𝑒𝑒𝑝𝑝𝑠𝑠 selected 
candidates of the current step. By defining  
a sample with maximum 𝛾𝛾 is labeled as positive. 

Eq. (7) guarantees that we are selecting the best 
modality for each of the videos. The rationale behind 
this formula is simple and yet intuitive. If one of the 
modalities strongly tends to classify a video as 
positive, then the corresponding video is a candidate 
to be labeled as positive. Over the entire positive 
candidates, a video is labeled positive when all 
modalities  meet  Eq. (8). Furthermore, if a video 
strongly tends to be negative by all modalities it is 
labeled as negative.  

Based on the above algorithm, in each step, one 
video is labeled  as positive and 𝑢𝑢𝑢𝑢𝑙𝑙𝑎𝑎 videos are 
labeled as negative. Positive and negative labeled 
videos are juxtaposed in the manner shown in Fig.2 to 
form a ranking vector. 

𝛾𝛾(𝑣𝑣) =  𝑙𝑙𝑣𝑣𝑙𝑙𝑠𝑠𝑙𝑙𝑎𝑎𝑙𝑙(𝑓𝑓𝑠𝑠 (𝑣𝑣𝑠𝑠𝑙𝑙𝑙𝑙 )),𝑠𝑠 = 1,2,3 ,𝑣𝑣𝑠𝑠𝑙𝑙𝑙𝑙
∈ 𝑉𝑉𝑠𝑠𝑙𝑙𝑙𝑙  

(8) 

Videos
(Labeled and 
Unlabeled)

DATA 
(view 2)

DATA
 (view 3)

DATA 
(view 1)

Graph 1

Graph Construction

Graph 3

Graph Construction

Graph 2

Graph Construction

Feature Extraction

SI
FT

M
FCC

S
T
IP

f1 f2

Manifold Regularization Manifold Regularization

f3

Manifold Regularization

New 
labeled

Final Ranking Between Unlabeled Videos in an 
iterative manner

Labeled 
Videos

New 
labeled

Fig.1. Block diagram of proposed SCGF method 
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O = Ranked outputvector. 
Size (O) = Number of unlabeled data 

O:   

Iteration 1: 
O: 

Iteration 2: 
O: 

Iteration k: 
O:

Fig.2. Forming ranked output vector. 

In a ranking vector, shown in Fig.2.,the righter 
the sample in the vector, the more negative it tends to 
be and vice versa. 
Fig. 3shows the proposed SCGF algorithm, step by 
step. 

B. Probabilistic Mode
The drawback of introduced SCGF-D algorithm is 
that at each iteration, it only uses former iteration 
labeled videos. It may seem more rational to use all 
labeled videos of previous iterations. This strategy 
drastically  reduces the performance of the algorithm 
due to error propagation problem.  This problem 
shows itself more obviously in manifold 
regularization algorithm, that’s why we don’t apply 
all labeled data of previous iterations. Therefore,  in 
this subsection, we modify our proposed method to 
use more labeled video in each of the iteration while 
avoiding error propagation. The new SCGF is shown 
in Fig. 4. 

The above mentioned method increases the 
accuracy because: 

1) More labeled videos are used in each iteration;
making the manifold regularization output as a
better representation of video classes.

2) As in the first iterations the initially labeled data
play a more pivotal role it’s less probable to have
false positive or negative sample in them. Thus, our
algorithm tends to use sampled video of first
iterations more.

𝑾𝑾𝑖𝑖𝑖𝑖
𝑠𝑠 = exp�−

�𝒙𝒙𝒊𝒊𝒊𝒊 − 𝒙𝒙𝒊𝒊𝒊𝒊�
2

𝜎𝜎2 � ,𝑠𝑠 = 1,2,3. 

𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 − 𝑉𝑉𝑢𝑢𝑙𝑙𝑎𝑎 − �𝑣𝑣𝑒𝑒𝑝𝑝𝑠𝑠 �. 

1. Separate the video database into labeled and
unlabeled videos 𝐷𝐷 = {𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 } and
denote each video by three modalities

 vi = {xi1, xi2, xi3}. 
Set 𝑉𝑉𝑐𝑐𝑢𝑢𝑠𝑠𝑠𝑠 = 𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 . 
Set 𝑂𝑂𝑢𝑢𝑠𝑠 = ∅. 
2. A KNN graph is constructed for each of the

modalities by:

3. While 𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ≠ ∅
3.1. Run the manifold regularization for each of

the graphs and denote the output by 𝑓𝑓𝑖𝑖 . 
[Note: 𝑉𝑉𝑐𝑐𝑢𝑢𝑠𝑠𝑠𝑠  is considered as a labeled video 
set and all other videos are considered as 
unlabeled.] 

3.2. Form the ranking metric using Eq. (7). If 
𝑢𝑢𝑢𝑢𝑙𝑙𝑎𝑎 videos with the lowest 𝛽𝛽 are shown by 
the set 𝑉𝑉𝑢𝑢𝑙𝑙𝑎𝑎  and 𝑢𝑢𝑒𝑒𝑝𝑝𝑠𝑠  videos with the highest 
𝛽𝛽 are shown by set 𝑉𝑉𝑠𝑠𝑙𝑙𝑙𝑙 , then 

𝑂𝑂𝑢𝑢𝑠𝑠 = 𝑂𝑂𝑢𝑢𝑠𝑠 + 𝑉𝑉𝑢𝑢𝑙𝑙𝑎𝑎 . 
3.3. Find a video 𝑣𝑣𝑒𝑒𝑝𝑝𝑠𝑠  which has the maximum 𝛾𝛾 

in 𝑉𝑉𝑠𝑠𝑙𝑙𝑙𝑙 , then 
𝑂𝑂𝑢𝑢𝑠𝑠 = 𝑂𝑂𝑢𝑢𝑠𝑠 + {𝑣𝑣𝑒𝑒𝑝𝑝𝑠𝑠 }. 

3.4. Set 𝑉𝑉𝑐𝑐𝑢𝑢𝑠𝑠𝑠𝑠 = 𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑉𝑉𝑢𝑢𝑙𝑙𝑎𝑎 + {𝑣𝑣𝑒𝑒𝑝𝑝𝑠𝑠 } and 

3.5. Form a ranking vector as shown in Fig.2. 

Fig. 3. SCGF-D algorithm. 

𝑂𝑂𝑢𝑢𝑠𝑠 = 𝑂𝑂𝑢𝑢𝑠𝑠 + 𝑉𝑉𝑢𝑢𝑙𝑙𝑎𝑎  

𝑉𝑉𝑐𝑐𝑢𝑢𝑠𝑠𝑠𝑠 = 𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑂𝑂𝑢𝑢𝑠𝑠(𝑠𝑠𝑙𝑙𝑢𝑢𝑙𝑙(𝑠𝑠)) 
𝑠𝑠 < 𝑐𝑐𝑢𝑢𝑠𝑠𝑠𝑠𝑙𝑙𝑢𝑢𝑠𝑠 𝑖𝑖𝑠𝑠𝑙𝑙𝑠𝑠𝑙𝑙𝑠𝑠𝑖𝑖𝑝𝑝𝑢𝑢 𝑢𝑢𝑢𝑢𝑠𝑠𝑙𝑙𝑙𝑙𝑠𝑠 

𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 − 𝑉𝑉𝑢𝑢𝑙𝑙𝑎𝑎 − {𝑣𝑣𝑒𝑒𝑝𝑝𝑠𝑠 }

1. and 2. Same as SCGF-D.
3. While 𝑉𝑉𝑢𝑢𝑢𝑢𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ≠ ∅

3.1. Run the manifold regularization for
each graph and denote the output by𝑓𝑓𝑖𝑖 .
[Note: 𝑉𝑉𝑐𝑐𝑢𝑢𝑠𝑠𝑠𝑠  is considered as a labeled video
set and all other videos are considered as
unlabeled in the current iteration.]

3.2. Form the ranking metric in Eq. (7). If
𝑢𝑢𝑢𝑢𝑙𝑙𝑎𝑎  videos with the lowest 𝛽𝛽 are shown by set
𝑉𝑉𝑢𝑢𝑙𝑙𝑎𝑎  and 𝑢𝑢𝑒𝑒𝑝𝑝𝑠𝑠  videos with the highest 𝛽𝛽  are
shown by set 𝑉𝑉𝑠𝑠𝑙𝑙𝑙𝑙 , then

3.3. Find a video 𝑣𝑣𝑒𝑒𝑝𝑝𝑠𝑠  which has the
maximum 𝛾𝛾  in 𝑉𝑉𝑠𝑠𝑙𝑙𝑙𝑙 , then

𝑂𝑂𝑢𝑢𝑠𝑠 = 𝑂𝑂𝑢𝑢𝑠𝑠 + {𝑣𝑣𝑒𝑒𝑝𝑝𝑠𝑠 }.
3.4. Randomly select labeled data from

the first 𝑠𝑠 iterations, i.e., set

[Note: 𝑠𝑠𝑙𝑙𝑢𝑢𝑙𝑙(𝑠𝑠)  returns a random integer
between 1 and 𝑠𝑠.]

3.5. Form a ranking vector as shown in
Fig.2.

Fig. 4. SCGF-P algorithm. 
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Fig.5. Comparison of our proposed SCGF method with different existing classification algorithms 

EXPERIMENTAL RESULTS 
As a benchmark for our algorithm, we run our 

method on CCV, a video database collected at 
Columbia university [2]. It contains 9317 videos in 20 
classes. One-against-all method is utilized for 
classifying each of 20 classes. For each class, first a 
set of random samples are added to the labeled set. 
Our labeled set members are only 10% of all existing 
videos while the supervised algorithm in [2] uses 50% 
of videos in its labeled set. Then, using our method, 
the remaining video samples in the database are 
labeled. The precision-recall and average precision 
are utilized as the metric of comparison. Precision is 
the ratio of true positive estimated labels to all 
estimated positive ones. Recall is the ratio of true 
positive estimated labels to all the positive samples of 
database. Precision-recall (PR) is the plot of precision 
against recall. Average precision is the area below the 
PR curve encounters for both the precision and recall 
measures. Methods with higher average precision 
have better performance in classification. 

C. Analysis and Discussion
The parameters in our algorithm are shown in

Table.1. These values are obtained for best 
performance.  For example, the experiments run on 
three classes of CCV dataset (Basketball, Soccer, and 
Wedding dance) for different values of ‘k’ in the 
range [0 100], shows that the best value of ‘k’ is 
approximately 10. So we have used it in all conducted 
experiments. Error! Reference source not 
found., shows the plot of average precision versus 
different values of ‘k’. 

TABLE.1. SCGF PARAMETERS. 

𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒏𝒏𝒑𝒑𝒑𝒑𝒑𝒑 𝝈𝝈 𝒌𝒌 (in KNN) 

10 1 1.05 10 

It is more intuitive to test the effect of ‘k’ on k-
nearest neighbor in a logarithm plot of the average 
precision. As can be seen in  

Fig.7, value of 10 is an appropriate choice for k. 
improves. But, we noticed that for some classes like 
‘swimming’, this improvement fails. The reason behind 

 

Fig.6.Effect of variable ‘k’ on average precision. 

Fig.7. Logarithm plot of ‘k’ against average precision. 

this observation is that the data of this class is 
scattered in the feature space, so that some positive 
labeled samples are very close to negative labeled 
samples. Thus, when at the beginning of the process, 
some labeled data are selected randomly and then 
their labels propagated according to our semi-
supervised approach,the more number of labeled data 
selected, the more error propagation happened. The 
results shown in  
Fig.8 proves this assumption. All experiments in this 
paper are run on 10% of initial labeled data. 
Average precision of four methods is compared in 
Fig.5. The first algorithm is a single-modality 
manifold regularization, the second one is a SCGF-D, 
and the third one is SCGF-P. Also, the results of the 
best supervised [2]method are plugged in the figure 
for convenience of comparison between our semi-
supervised methods and the supervised one. Mean 
average precision (MAP) of all these methods are 
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shown in the last column of Fig.5. Although, our 
proposed methods are semi-supervised, their 
performances  are quite like (or even better than) 
supervised ones that use many labeled data. As seen, 
the results of our fusion methods are very promising 
as predicted. 

Fig.8. Effect of initial number of labeled data on average precision 

In Fig.9, Precision-Recall of our method is compared 
with that of other existing pioneer methods. As it is 
seen in Fig.9, our  multimodal  method surpasses all 
single modality methods. For instance 

, consider MFCC feature. It is a very weak 
discriminating factor in all classes except for the ones 
for which videos contain music  or special audios. Our 
fusion method, automatically weighs MFCC high in 
music videos as a discriminating factor. Also, SCGF-P 
which mostly uses the labeled samples of initial 
iterations yields the best results in the most classes.  

Fig.9.Precision-recall plots for some CCV classes. 

Error! Reference source not found., 
shows the five top true-positive and the first top false-
positive results for three classes of CCV database. 

V. CONCLUSION
In this paper, a semi-supervised classification method 
was proposed for video databases which use iterative 
manifold regularization for classification. We have 
used a semi-supervised engine (manifold 
regularization) in our semi-supervised classification 
method.  Co-training was also utilized to exploit 
multimodal  characteristic of videos. To enhance the 
results of co-training, it was adapted in a way that 
unlabeled data also play their role for assigning labels 
to videos. Our algorithm called SCGF was designed 
to work in two modes, namely deterministic mode 
(SCGF-D) and probabilistic mode (SCGF-P). It was 
shown that SCGF algorithm outperforms the 
supervised algorithms. Our proposed ranking fusion 
over the graphs and the graph structure are still active 
research areas. Because of the multimodal nature of 
the method, many works can be done on the feature 
extraction and feature selection parts of the method to 
improve the results. 

Basketball 

Soccer 

Swimming 

Fig.10.Five top true-positive and first top false-positive results for 
some classes of CCV database[Dashed red line ( ) 

shows the top false-positive result.] 
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