A Survey on Task Scheduling Algorithms in Cloud Computing for Fast Big Data Processing
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Abstract—The recent explosion of data of all kinds (persistent and short-lived) have imposed processing speed constraints on big data processing systems (BDPSs). One such constraint on running these systems in Cloud computing environments is to utilize as many parallel processors as required to process data fast. Consequently, the nodes in a Cloud environment encounter highly crowded clusters of computational units. To properly cater for high degree of parallelism to process data fast, efficient task and resource allocation schemes are required. These schemes must distribute tasks on the nodes in a way to yield highest resource utilization as possible. Such scheduling has proved even more complex in the case of processing of short-lived data. Task scheduling is vital not only to handle big data but also to provide fast processing of data to satisfy modern time data processing constraints. To this end, this paper reviews the most recently published (2020-2021) task scheduling schemes and their deployed algorithms from the fast data processing perspective.
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I. INTRODUCTION

Nowadays, owing to enormous number of numerical tasks due to data explosion, partly because of Internet of Things (IOT) device usage extension among users, the single core processors which leveraged from higher processing frequencies as well as more parallelism in early paradigms of computing methods, is not able to operate appropriately as a result of chip integration saturation. This, in fact, makes the power consumption and heat dissipation as the most challenging obstacles in modern digital ecosystems.
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The ongoing controversy is addressed properly by advent of multi-core processors that have been visibly widespread nowadays. In this context, Heterogeneous Multi-Core Processors (HMCPs) are the most promising and practical solutions due to their lower consumption of power as well as higher ability of parallelism in comparison to the homogeneous multi-core processors [1]. It is worth mentioning that HMCPs are required an appropriate software to provide the best performance, making Task Scheduling (TS) crucial to improve their benefits. That is to say, the TS between sub-processors of HTSTC and the algorithms with the capability of using out-of-processor resources have been gained conspicuous popularity among scholars.

On the other hand, Cloud computing that is conventionally accompanied by distributed, Grid, and parallel computing, is another ecosystem that could leverage from TS due to its heterogeneous nature as well [2-8]. It should be noted that due to its popularity, the Cloud systems are employed by users to utilize resources or storage as needed, or to define countless applications that could be hosted on the Cloud by stockholders. Therefore, the LB1 and CT2 are usually investigated for any Cloud system, but owing to the expansion of cluster size, the power is another factor that has got extensive attention in new systems, leading to the emergence of low power algorithms for gaining maximum power loss. This fact has efficiently decreased the concerns about the costs such as hardware maintenance or operating costs, encouraging the participants to use or create more and more applications [2].

In addition, the expulsion of data has been imposing some processing speed constraints on BDPSs2, making them utilize more parallel processors to accomplish fast data processing. The nodes of the whole system or CC4 in the more advanced cases, then, must have crowded clusters of computational terminals. To solve this problem, Parallel Processing, PP, is one persuasive solution which is carried out by defining tasks, dividing application programs, and distributing tasks among Cloud Nodes (CNs). Parallelism has led to low processing time. In addition, enormous number of CNs and architectures with vast variety of resource types can be integrated together to compose a Cloud ecosystem for accomplishing parallel tasks called Cloud of Parallel Task Processing, CPTP. Task scheduler is vital in this huge system to share and allocate the tasks with computation resources and nodes, maximizing the resource utilization rates and makespan optimization, or optimizing the time that is required for accomplishment of a task set. To optimize the performance in terms of power consumption of the system, tasks are being mapped among processors of the target platform in Multiprocessor Task Scheduling Problem (MTSP).

Directed Acyclic Graphs (DAGs) are usually used to illustrate the relationship between tasks [8]. To visualize this situation DAG graph consists of weights, and actually the weights are representing the data communication between successive tasks which can be shown in Fig. 1 as an example of a DAG graph [9]. In this graph, 8 tasks and their execution cost are illustrated as an example. The weights show the number of tasks and cost in terms of millions of processing instructions [10].

![Fig. 1. An 8-task double processor MTSP [9]](image)

Finding optimized solutions for MTSP requires high computational complexity which could be solved by discovering set of solutions, resulting in different outputs, ranging from a global optimization to an approximation of the problem’s solution. Due to the flexibility, evolutionary algorithms or EAs could be promising candidates [7], [10-12].

Owing to the recent advances in Cloud technology, and the unique advantages that it provides for service customers, the number of tasks that must be handled by Cloud is dramatically increasing. Users are expecting on-time solutions more and more these days regardless of task numbers, further highlighting the significance of TS. The task scheduling must have low latency; moreover, it has to be resource usage efficient. In fact, this issue is of great importance in whole system performance.

To improve the effectiveness of TS, ample researches have been carried out such as Min-Min or Min-Max techniques, MET5, FCFS6, and so on. Unfortunately, it is established based on recent researches that these classic methods are not of the sufficient efficiency for large-scale Cloud environments. The Metaheuristic Algorithms (MAs) on the other hand, have shown superior quality to overcome the obstacles of efficient system set-up and reaching near optimal solutions with lower scheduling time [13-16]. In this review paper, the most important research works published during 2020-2021 in this field are summed up to get insight regarding fast processing provided by efficient TS in Cloud environments. Abbreviations are listed in the Appendix.

II. CLOUD COMPUTING AND TASK SCHEDULING

The CC system is composed of three main layers based on service mode. The first one is Interface as a service or IaaS, the second one is called Platform as a service or PaaS, and the third one is SaaS or Software as a service. TS algorithms are fundamental for all three
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layers, specially, they are more important in the IaaS layer due to its role as a computing resource provider. Notably, TS is important while the applications are used more than once and so many times, the situation that is usual in current computation paradigm [2].

The way that Cloud systems plan, break down, and allocate countless tasks to lots of VMs while performing tasks with short run time is task Schelling [17]. Assigned by a machine, each user task could be carried out, and by increasing the user tasks, the user service process is involved in an agreement with the service (or Cloud) provider called SLA or service level agreement, which is actually a contract in terms of expected distinctly-defined QoS including time of task completion, the required cost, and the level of security. In fact, the number of VMs is a part of contract that Cloud provider ensures to support based on the user requirement even before any real service provided based on the predicted resources needed to do user request [18]. This has led to an increased importance for TS as if it does not work properly, it will cause additional cost for users. Moreover, the optimal VM placement is another important issue to be considered for increasing the resource usage in CC platform. These two problems of CC, TS and optimal VM locating, are actually mutually coupled, and should be considered together which can be shown in Fig. 2.

![Fig. 2. TS and VM placement [13]](image)

TS in CC is a bin-packing NP-Hard problem which is become more hard-to-solve for complex CC platforms. In addition, VM placement has similar situation with regard to possible semi-optimal solutions. Consequently, in [13] these two problems are integrated to be solved as a c-optimization method using Metaheuristic Optimization Algorithm (MOA).

The time required for CC system to accomplish all tasks, or briefly, overall run time is called makespan [13]. But this definition is somehow theoretic and there is other practical definition of makespan which is the time period from the beginning position of a sequence of task to the final position. That is to say, makespan is an indicator of task scheduling effectiveness, meaning that lower value of makespan is associated with the fact that the scheduler is doing well and assigning tasks to devices almost perfectly, or at least, appropriately (for moderately low values of makespan); on the other hand, the high value of that is indicating the poor quality of scheduler planning process [17]. Therefore, with the mentioned definition in mind, the TS problem is studied in [17] using Antlion Optimizer Algorithm, AOA, by dividing the TS problem into two subparts A and B:

A. How to reach efficient task distribution to HVMs in CC leveraging low-cost AOA?

B. How to reduce the time complexity of AOA for practical applications?

In the context of CC and about the TS in CC, it is established that two effective algorithms with lower LB between clusters are Min-Min and Max-Min algorithms [2]. Actually, the former is able to decrease the completion time, but the main drawback of this algorithm is much load differences that it causes between machines and clusters. Therefore, the more efficient method in terms of LB, the later one was proposed to improve the Min-Min algorithm. Unfortunately, both of them perform weakly regarding long-standing islanding issues which is improved by KSF-Min algorithm in [2]. The abovementioned algorithms have overlooked the power consumption of the Cloud clusters during the TS process. With the expansion of the Cloud dimensions that it seems inevitable these days, the cost of energy consumed in Cloud clusters will experience a dramatic increase even by neglecting the user cost regarding hardware maintenance [19]. It might conversely affect the user satisfaction which is undesirable in a commercial point of view. That is to say, the following issues should be addressed by any newly-proposed algorithm:

1. How to decrease average completion time by lowering the costs and energy consumption?

2. How to decrease average completion time while sustaining the efficiency?

The clusters energy consumption quantification using the average completion time to establish a model relating these to parameters, and the analysis of rule comparisons are the solutions have been proposed in [2] to address two questions mentioned above, respectively. That is to say, the clusters’ machines are investigated in terms of loss, reducing considerably the CC cost usage for users as well as the power issues by a low-power TS proposed in [2].

CC is essential concept for long cycle fast-response BD processing leading to long lasting repair routines.
On the other hand, the other technology called edge computing or in a more sophisticated style named Fog computing is other way to provide demanded customer services rapidly (about 10ms and lower [20]) but locally. These two systems are suitable for highly concurrent applications such as local trade markets or any other kind of job that requires local network services. For those services that needed rapid response, the processing should be distributed in Fog computing nodes, that is to say, the providing the whole services only by Cloud platform is not able to meet the speed constraints, decreasing the user satisfaction of service. In this context, the task scheduling procedure should be transferred from Cloud platform to the Edge or Fog computing nodes as well. This shift regarding the processing method selection is accomplished by paying close and meticulous attention to power consumption and delay of service considerations. Therefore, the main research question of [20] was dedicated to possible ways for TS in large Cloud platforms including several Fog nodes [21].

III. REVIEW OF ALGORITHMS FOR TS

The flexibility that CC provides in devices or resources makes it as effective as possible virtual apparatus in recent days to deal with growing computational requirements, notably for massive scale applications which include enormous number of tasks.

TS in CC can be categorized as the following:

1- heuristic algorithms, HA
2- metaheuristic algorithms, MHA
3- hybrid task scheduling algorithms, HTSA

TS using HAs (for example RR and SJF) assign tasks conveniently to reach high quality solutions, but there is no guarantee that the solutions are the best possible ones, and they sometimes come out with partial selections. On the other hand, MHAs which are the solution of HAs, exploit erratic as well as local search algorithms capable of dealing with big data, developing the search area, and providing learning-based environment, tools, and strategies (such as GA, PSO, ACO) to find the optimum solutions [14], [22-25].

However, the solutions are sometimes so beforehand or are not infinitely optimal. To achieve faster convergence, the intersection and mutation operations are planned to cooperate in [20] to free the GA from local optimum solutions.

Noorian et al., presented a new task prioritization strategy and the application of task copy methods in order to solve the problem of scheduling dependent tasks in heterogeneous Cloud computing systems. The result of this research is a new list scheduling algorithm using methods for replicating related tasks. In the proposed algorithm, downward Optimistic Cost Table (OCTd) and upward Optimistic Cost Table (OCTu) methods are used to prioritize tasks in an efficient sorted list. In addition, the authors have used the fastest heterogeneous completion time method for duplicating tasks, which in return has reduced makespan effectively and efficiently [26].

The nature-inspired methods like MHA and ML have been used widely as energy efficient methods in recent years. But, if the main issue is not the energy efficiency, they will fail considerably to operate for fast data analysis [27]. These methods employed a kind of artificial intelligence, but this smartness has nothing to do with computation fastness, leading to higher execution time compared to deterministic methods [28-30]. The main issues regarding these methods are shown in Table 1.

The main drawback of neural networks is that if there are a lot of constraints for the algorithm, the architecture of ANN and its input and output layers are incapable of being expanded sufficiently. To overcome the obstacles mentioned above, in [28] ANN is employed to help scheduler independently. To this goal, algorithm do not bear any limitations from domain on its architecture, and, it examines both the size of received tasks and the current state of the Cloud structure, then allocates the best computing resources to the incoming size of tasks.

<table>
<thead>
<tr>
<th>MHAs, the main issues</th>
<th>1- MHAs are prone to higher execution time as a result of higher complicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2- MHAs result in different solutions for the same problem, and in some cases, with longer execution time</td>
<td></td>
</tr>
<tr>
<td>3- MHAs are not dynamic, which means they do not take into account the existing situation of Cloud and they are ignorant about natural alterations [31]</td>
<td></td>
</tr>
</tbody>
</table>

IV. REVIEW OF THE METHODS

The most important algorithms focused in this review are as follows:

Table 2 The major TS algorithms in this review

<table>
<thead>
<tr>
<th>The Major TS algorithms of this review</th>
<th>[24]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Genetic Algorithm (GA)</td>
<td>[32]</td>
</tr>
<tr>
<td>2 Particle Swarm Optimization (PSO)</td>
<td>[34]</td>
</tr>
<tr>
<td>3 Whale Optimization Algorithm (WOA)</td>
<td>[33]</td>
</tr>
<tr>
<td>4 Harris Hawks Optimization (HHO)</td>
<td>[37]</td>
</tr>
</tbody>
</table>

As the proposed method for TS in [38] is based on iHadoop parallelism of the computation, it could be applicable in BDPS. To find semi-optimal solutions the historical information of system nodes as well as the predicted resource requirements can be combined by the knowledge of system about capacities of the nodes, effectively increasing the pace of data processing. Allocating resources in an appropriate manner by virtual machines (VMs) is crucial to reduce computation overhead in Cloud environment, therefore,
in [33], a method using Map-Reduce framework and exploiting whale optimization algorithm is proposed to improve the quality of scheduling process, dividing the total tasks to set of subtasks using MRQFLDA algorithm. This technique is of superior performance compared to other methods listed in [33].

MOTS [11-12], [17-18], [38-39] method in conjunction with K-means algorithm ([40-41]) and LBS are employed in [37] to produce the clusters of the task as an initial population for cluster optimization algorithm called DEA, decreasing makespan as well as LB. Actually, DEA is able to find globally-optimized solutions using much more potent strategy of linear methods which are combined by reinforced learning approach in [38] to reach less complex and more efficient solution in terms of parallelism and overall latency.

Since CC is assumed to be the main concept regarding distributed processing to execute SWFs which need optimal usage of resources, each new proposal for the TS structures must bear excellent task allocation strategy [24]. A well-designed workflow management system, WMS, shown in Fig. 3, maps and manages dependent or independent tasks by taking into account the existing constraints with regard to shared resources. [32].

![Scientific Workflow](image)

**Fig. 3. SWF of execution architecture in CC [32]**

Makespan in task scheduling is conversely affected by the higher communication overhead more than the execution time, therefore, the task clustering to integrate similar tasks meeting one task cluster’s features is used in hybrid task scheduling algorithm proposed in [42] named HTSTC, considerably decreasing the TS makespan. This has led to decrease the concerns about the costs such as hardware maintenance or operating costs, encouraging the participants to use or create more and more applications in Cloud environment. Consequently, the heterogeneous CC has been getting more attention owing to tons of physical hosts existing in large areas with vast variety of applications and performances including the different types of tasks and the different capacities regarding the storage or consumption power [2], [31].

The CC as a new concept was first introduced by Google and published in three fundamental papers [3].

Later, the academic as well as industrial researchers have focused on this new revolutionary concept. The power for computation and storage are delivered over internet by a CC platform with an on-demand basis, executing user tasks satisfying QoS requirements by means of integrated VMs [36]. This decreases effectively the hardware physical components of a DC, and higher resource availability for participants using several VM hosted on CC [13], fulfilling the requirements of both users and providers.

Exploiting Catastrophic Genetic Algorithm (CGA), authors in reference [20] investigated the low delay method executing tasks on edge devices to reach an overall optimum performance. In this paper, fitness function is used to task run time quantification. Moreover, operators of mutation and crossover are optimized by improved roulette selection strategy.

By taking advantage of effective TS in distributed computational systems such as Cloud or Fog computing, the number of applications can be accomplished by CC systems, decreasing the computational overhead for the service customers [43-44]. This makes TS more popular, and on the other hand, more complex owing to the huge amount of the tasks and resources that involved as well as the constraints that must be considered for any proper design [33].

The method called ACO-CLA, combination of ant colony optimization and cellular learning automata, is introduced in [45] for TS in Mesh-Topology cluster computing. On the other hand, the low-latency optimal TS is examined thoroughly in [46] and [47] for Cloud-Fog environment.

To get high quality solutions in WOAs, Modified Henry Gas Solubility Optimization, HGSO, is employed in [29] in conjunction with comprehensive opposition-based learning, COBL, to gain optimum TS process.

ML-based optimization for Cost Effective Resource Scheduling (CERS) is studied in [14]. Using this strategy, the computation process is transferred to the edge of the network, and the computing infrastructure is also distributed in edge nodes, effectively decreasing the computation time [20], [25], [41]. This lower latency as well as improved task scheduling scheme is proven to be considerably effective for medical, smart home, intelligent traffic and transportation, environmental-friendly green applications that have distributed or local nature [48].

Owing to the rapid growth of the IOT devices, classic CC systems are not able to provide sufficient quickness in data transmission and the final efficiency of Edge and Fog is superior in comparison to classic CC in terms of latency, security issues, and communication bandwidth [49]. In this context, Cloud-Fog environments are able to improve the service quality by transforming some Cloud services from heavily loaded nodes to the edge of the network. This distribution of
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workload is beneficial for service quality but it has its own challenges regarding the selection of optimal nodes [46].

New load balancing algorithms have been proposed in order to efficiently allocate resources and schedule tasks, in addition, reduce response time in big data processing applications. Moreover, methods have been recommended to restrict the search area, resulting in the decrease of load balancing complexity in Cloud computing systems. Two mathematical optimization models for the dynamic allocation of resources to virtual machines and task scheduling are also introduced. Attempts have been made to minimize the execution time of tasks by reducing the idle time of the nodes [50 – 51].

Network failure in heterogeneous computing systems is inevitable due to the unprecedented growth of these systems in the last decade. Amini et al. have stated that network failure in Cloud systems will reduce system reliability. Hence, a reliability-aware task scheduling algorithm (RATSA) was presented to reduce failure rates. In RATSA, task scheduling is performed on directed acyclic diagrams using these evolutionary algorithms; Frog Jump and Genetic algorithm. In addition, the proposed RATSA algorithm uses a new technique for mapping tasks to the virtual machine in order to reduce failure rates. Experimental results show that this algorithm reduces the overall failure rate up to 43% compared to some of the current task scheduling algorithms [52].

V. CONCLUSION

In this paper, task scheduling algorithms are reviewed in recent works during 2020 – 2021 to find out the pros and cons of different methods with regard to fast data processing. The intricate nature of the issue requires comprehensive review/criticism of each method, that is to say, the dependency of different parameters together and the constraints that parameters must satisfy makes the evaluation more complex. In order to thoroughly analyze the methods, the main parameters and limitations of each method which is used recently for fast data processing are studied simultaneously to provide a realistic overview. The following methods for task scheduling are the most important ways to fast data processing proposed in the papers of this review’s time frame (2020-2021):

1- The Combination of historical information of system nodes and the predicted resource requirements with the knowledge of system about capacities of the nodes
2- Dividing the total tasks to a set of subtasks using MRQFLDA exploiting map-reduce framework and whale optimization algorithm
3- MOTS method in conjunction with K-means algorithm accompanied by load balancing strategy to produce the clusters of tasks as an initial population for cluster optimization algorithm called Differential Evolutionary algorithm
4- Hybrid task scheduling algorithm, HTSTC, using task clustering to integrate similar tasks meeting one task cluster’s features
5- Executing tasks on edge devices to reach an overall optimum performance exploiting Catastrophic Genetic Algorithm
6- Utilizing fitness function and optimized operators of mutation and crossover by roulette selection strategy to task run time quantification
7- Modified Henry Gas Solubility Optimization in conjunction with comprehensive opposition-based learning
8- Cost effective resource scheduling Machine Learning based optimization using computation process transfer and computing infrastructure distribution in edge nodes
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## APPENDIX I

### List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACO</td>
<td>Ant Colony Optimization</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Networks</td>
</tr>
<tr>
<td>AOA</td>
<td>Antlion Optimizer Algorithm</td>
</tr>
<tr>
<td>BDPS</td>
<td>Big Data Processing Systems</td>
</tr>
<tr>
<td>CC</td>
<td>Cloud Computing</td>
</tr>
<tr>
<td>CERS</td>
<td>Cost Effective Resource Scheduling</td>
</tr>
<tr>
<td>CLA</td>
<td>Cellular Learning Automata</td>
</tr>
<tr>
<td>CN</td>
<td>Computing Node</td>
</tr>
<tr>
<td>CPTP</td>
<td>Cloud of Parallel Task Processing</td>
</tr>
<tr>
<td>CT</td>
<td>Completion Time</td>
</tr>
<tr>
<td>DAG</td>
<td>Directed Acyclic Graph</td>
</tr>
<tr>
<td>DC</td>
<td>Data Center</td>
</tr>
<tr>
<td>DEA</td>
<td>Differential Evolutionary Algorithm</td>
</tr>
<tr>
<td>DP</td>
<td>Data Processing</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary Algorithm</td>
</tr>
<tr>
<td>ET</td>
<td>Execution Time</td>
</tr>
<tr>
<td>HMCP</td>
<td>Heterogeneous Multi-Core Processors</td>
</tr>
<tr>
<td>HTSTC</td>
<td>Hybrid Task Scheduling Algorithm Based on Task Clustering</td>
</tr>
<tr>
<td>LBS</td>
<td>Load Balancing Strategy</td>
</tr>
<tr>
<td>MA</td>
<td>Metaheuristic Algorithms</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>MOA</td>
<td>Metaheuristic Optimization Algorithm</td>
</tr>
<tr>
<td>MOTS</td>
<td>Multi-Objective Task Scheduling</td>
</tr>
<tr>
<td>MRQFLDA</td>
<td>Maximized Raleigh Quotients Fisher’s LDA</td>
</tr>
<tr>
<td>MTSP</td>
<td>Multiprocessor Task Scheduling Problem</td>
</tr>
<tr>
<td>PP</td>
<td>Parallel Processing</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>SLA</td>
<td>Service Level Agreement</td>
</tr>
<tr>
<td>SWF</td>
<td>Scientific Work Flows</td>
</tr>
<tr>
<td>TS</td>
<td>Task Scheduling</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machines</td>
</tr>
<tr>
<td>WMS</td>
<td>Workflow Management System</td>
</tr>
</tbody>
</table>
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