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Abstract—The result of the research is a proposed model for text analysis and identifying the subject and content of texts on Twitter. In this model, two main phases are implemented for classification. In text mining problems and in text mining tasks in general, because the data used is unstructured text, there is a preprocessing phase to extract the feature from this unstructured data. Done. In the second phase of the proposed method, a multilayer neural network algorithm and random graphs are used to classify the texts. In fact, this algorithm is a method for classifying a text based on the training model. The results show a significant improvement. Comparing the proposed method with other methods, according to the results, we found that the proposed algorithm has a high percentage of improvement in accuracy and has a better performance than other methods. All the presented statistics and simulation output results of the proposed method are based on the implementation in MATLAB software.
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I. INTRODUCTION

In cyberspace and most social networks, it is possible to create opinions about goods, services, services, etc. It is important for a social network or website to offer its services tailored to the interests of its users. So what the user is looking for is very important. Because, it is directly effective in providing appropriate services. Therefore, reviewing and recognizing the content of texts to extract valuable information is one of the most important and challenging issues.

To analyze this voluminous and unstructured information, an extensive research field of research is presented, which is a special type of data mining. The main task of which is to analyze the texts and people's desire for a subject, existence , Their events, phenomena, problems and characteristics are used to summarize and extract hidden and valuable
Recognizing the topic and content of tweets is important in providing services, extracting news, and searching for related topics. Since the texts created by users on Twitter are unstructured data and cannot be directly used in building learning models, the proposed method of this research consists of several steps. In the first step, the existing data are pre-processed and the necessary features are extracted from them. In the proposed method, the dataset used for training learning models is prepared. In the next step, we use multi-layer neural network algorithm to categorize words. In this classification, we train the neural network using the random graph model and optimize the output of the network.

Using the proposed method, we increase the classification accuracy and minimize the decision error. In this research, first, materials to express more familiarity with the subject of research, then we will have a review of articles and research in this field. The proposed research method and its steps are described. In the following, the obtained results are expressed, explained and evaluated. At the end, conclusions and future suggestions are presented. All the presented statistics and simulation output results of the proposed method in this research are based on implementation in MATLAB software.

II. PROBLEM STATEMENT

The main idea of this research is to distinguish the content and subject of tweets from the words in them. For this purpose, we first collect the appropriate data set. This data contains words that need to be categorized correctly. Using the multilayer neural network method, we classify these words into appropriate classes. This network consists of an input layer, a hidden layer and an output layer. To classify, we give part of the data to the training department and evaluate with another part of the data. In this classification, we train the neural network and optimize the network output using a model based on random graphs. The scope of this research includes Twitter and tweet records.

III. RESEARCH QUESTIONS

Is identifying the subject and content of the texts effective in providing appropriate services to users?

Is it possible to make a good decision about the content of the texts using the semantic load of the words?

Is the multi-layer neural network method a good way to identify the subject and content of texts and their classification?

Can using a combination of multilayer neural network method and random graph model to identify the subject and content of texts increase the accuracy of classification?

Can the network output be optimized using a random graph model?

IV. NEURAL NETWORK

It is a calculation method that builds several processing units based on the interconnectedness. The network consists of an arbitrary number of cells or nodes or units or neurons that relate the input set to the output [1]. Artificial neural networks are new systems and computational methods for machine learning, knowledge display, and finally the application of knowledge obtained to maximize the output responses of complex systems [2].

There is no exact agreement on the definition of the neural network among researchers; But most agree that the neural network consists of a network of simple processing elements (neurons), which can exhibit a complex set of general behaviors of the relationship between processing elements and element parameters.

The main and inspiring source for this technique comes from the experiment of the central nervous system and neurons (axons, multiple branches of nerve cells and junctions of two nerves), which is one of the most significant elements of information processing in the nervous system. Give. In a neural network model, simple nodes (broadly neurons, neurons, "PEs" (processing elements), or units are connected to form a network of nodes, hence the term It is called "neural networks" [3].

Using programming knowledge, a data structure can be designed that acts like a neuron. Then, by creating a network of these interconnected artificial neurons, he taught them how to create a training algorithm for the network and apply this algorithm to the network [3].

V. RANDOM GRAPH MODEL

It is a model based on random graphs that provides an algorithm for generating free-scale networks using the growth characteristics and preferential connection of real networks. This algorithm starts with a complete graph with m_0 vertices and in each step a new vertex is added to the graph which is connected to the vertex of the previous vertices. The probability of an edge between the new vertex and the old vertex i is proportional to \( \frac{d_i}{\sum d_i} \), ie the degree of higher nodes increases more than other nodes. As a result, the distribution of degrees remains constant over time and of the law-power type [2]. In this model, we first start with a network of N vertices whose vertices are numbered. First we connect each node i to the vertices \( k \) and then, with a probability of p, we select an edge and change one of the two nodes connected to it [2].

VI. RESEARCH BACKGROUND

Twitter is a growing social network. Many companies and institutions use Twitter to brainstorm their customers. In 2017, Jianqiang et al. Analyzed Twitter comments [4].

The number of tweets and the way messages are distributed are in 3 categories. The results show 15 popular hashtags among Twitter users. In this table, in addition to hashtags, their frequency of repetition as
well as synonymous hashtags, if any, are given. The F-measure, which is an evaluation criterion in data mining algorithms and is also called the F-criterion, is an important criterion for measuring the number of true samples in a class that is specific to Shows the self-categorized to the whole sample, for this experiment it shows that feature extraction in n-gram combination mode is actually a method that breaks down a sentence into interconnected words. Each of these connections is considered a gram, and Lexicon and Micro-Blogging are the best answers. It has also been observed that in HASH mode the results are better than in HASH + EMOT mode. Also, the degree of classification accuracy has provided similar results, with the difference that HASH + EMOT has provided better results than HASH with a slight difference [4].

In another study conducted in 2019, Prach et al. [5] proposed a new method. The experiment was conducted in two different languages, Arabic and English. In English, POS and n-gram properties were used, and in Arabic, word root properties were used for extraction. The root of words requires a rich dictionary for recognition. The dimension reduction step and feature selection are also done automatically.

[6] Refers to the text analysis work done on the virtual store. The results were evaluated with three criteria of reading accuracy and F1-measure. This paper also examines the accuracy of analysis by machine learning for customer satisfaction.

In Mohbey’s article [7] is used to analyze the extraction of law. Evaluation of these texts is measured by three criteria of accuracy, recall and F1-measure. As can be seen, for positive and negative texts, the accuracy of this algorithm is higher than other criteria.

The results of this experiment are also compared with another experiment used in the same way on another dataset. This dataset is called 20newsgroup, which includes 20 separate groups, 750 teaching texts, and 250 experimental texts in each group. In this experiment, the lowest value for F1-measure was 2.0 and the highest value was 8.0, while in BBS data the maximum value was around 7.0. The reason for this decrease is explained in the report that there is no standard in the BBS text data and the determination of training and test data has not been done by linguists and as a result there may be errors in them [7].

In [8] he has used another method with supervision. According to the author, this method gives better results than the L-HMM method. The L-HMM method is an unsupervised method that uses a large number of nodes in the hidden layer. These nodes are trained at each stage and the best decision makers are selected as the main node.

Each customer goes through three steps to buy their products from virtual stores [8]:

1- A quick look at all the products to get information such as price range, variety, etc.
2- More detailed review of each product, which includes reviewing the opinions of other consumers.
3- Product selection

According to these steps, it can be said that step 2 plays a key role in user selection. Two important factors play a key role in reviewing any product: product features and user feedback. The results show that the four factors of the general image of the society of the product, consumption, statistical specifications and product descriptions play a role in customers’ purchases.

The criteria used, as in the previous sections, are call, accuracy, and F-measure for two sets of data that have relatively similar results. These criteria are implemented on two cameras based on feature comments, physical component comments, functional comments, and general product reviews.

In methods that have a semantic approach, the use of dictionary resources is a must. Because the basis of these methods will be the emphasis on the semantic and grammatical features of texts to recognize it. At present, these methods are not widely used because they are always faced with a shortage of resources. In the comparisons made between machine and semantic learning methods, it is generally understood that machine learning methods require more time to train the desired model, but on the other hand, better performance accuracy than the method. Have semantic meanings. Semantic methods have less detection accuracy, on the other hand, do not require time to build the model and will be more useful in real-time applications.

It has been used for analysis based on the semantic approach in [9]. Modes can be as follows: adjective + noun, adverb + adjective, adjective + adjective, noun + adjective, adverb + verb (note that this combination is for English grammar).

It can be seen that out of 71 positive comments, 67 positive comments were recorded correctly (77.91% positive call percentage) and out of 29 negative comments, 10 negative comments were correctly reported (71.43% negative call percentage). In total, the accuracy of this classification is reported to be 77%.

Of course, in the next article we will point out that this difference may be related to the structural differences of education and for each corresponding structure of education it includes a better result.

To improve the results, the generated texts are given sentence by sentence to categories that work based on semantic properties. One method is to compare each node on the tree with its subdivisions to see at what point the similarities and differences are best. The accuracy of this method sometimes exceeds the accuracy of the n-gram method. In this article, it was decided not to repeat these steps until a high number and to set a threshold for it. Another challenge is what criteria to use to evaluate this method.

To improve this method, some suggestions on how to streamline data are given below. Among the existing algorithms for streamlining the NB algorithm, the best answer was included, but this algorithm was also tested along with other methods. The best result was NB obtained from combination with Laplace and improved the result up to 87% [10].
BERT is a new pre-trained language representation model published by Google to represent words. BERT is free and NLP practitioners can use it to create models. BERT has high performance in various languages understanding benchmarks and it captures structural information about language [13].

BERT is a new language representation model, which achieved the state-of-the-art performance on most of the NLP tasks it has been applied upon. Moreover, it outperforms number of traditional NLP techniques [14]. Most of text classification studies based on BERT showed strong results in several languages. Authors in [15] developed a classification solution based on BERT-model, in order to detect self reports of prescription medication abuse from Twitter. They reported that their proposed model performed better than the best traditional model. In [16], authors performed an application of sentiment analysis applied on Italian tweets according to their polarities.

BERT pre-trains using both masked sentence modelling (MLM) and next sentence prediction (NSP) techniques [17]. MLM will choose random words and then conceal them. The model is then expected to predict the hidden words; this helps to avoid the issue in bidirectional models where the words can see themselves [17]. NSP provides the model with paired sentences to see if the model can predict if the second sentence comes after the first or not; this allows the model to learn how sentences interconnect [18].

VII. STEPS OF THE PROPOSED METHOD

A categorization model consists of categories that combine the opinions and decisions of each member of the group to categorize new examples. This combination of the views of individual categories is done in the classification issues by voting.

In this research, a multilayer neural network algorithm has been used for this purpose. In fact, the issue we are investigating is a data mining issue of the category that aims to identify the content of tweets to provide services tailored to the user’s request. Figure 1 shows a diagram of the proposed method.

![Figure 1. Steps of the proposed method.](image)

First, the data is collected from Twitter, then it is pre-processed and the best data set is selected to teach the learning model. The sentences are broken down into their constituent words, and according to the word scoring table, each word is given the desired weight. This weight vector is given to the neural network algorithm and the network weight is optimized in each iteration using the Watts-Strogatz model and a training model is constructed.

According to Figure 1, preprocessing must be performed to construct a new data set that can be used to teach the learning model. After creating a new data set, the main step, namely teaching the proposed learning model in this research, which is the neural network, is performed and the Watts-Strogatz model is used to weigh the network.

VIII. DATA PRE-PROCESSING

Data preprocessing is actually one of the stages of the data mining process. The cornerstone of a good data mining operation is the use and access to good and appropriate primary data, which is referred to as data preparation or pre-processing. To pre-process the available data, we have used the conventional pre-processing method that has been used in many data mining works related to social networks, which is also used in the article of Shaima et al. All the preprocessing part is done in MATLAB software.

Data preparation spends about 21-31% of the time required for data mining and 17-31% of the success of data mining projects is related to it. Failure to prepare data or its poor preparation causes the complete failure of the project. Data preprocessing is necessary to improve the quality of real data for data mining. A quality data is read that is correct, complete, consistent, up-to-date, acceptable, valuable, interpretable and accessible. Data pre-processing is an important step in the direction of successful data mining. The actions that are performed in data preparation are [10]:

- Clearing data
- Data integration
- Data conversion
- Data reduction

Based on the type of application on which the data mining operation should be performed, different techniques are used for each of these operations. The figure below shows a view of the main pre-processing components.

![Figure 2. The main components of data preprocessing.](image)
The data pre-processing stage includes the following steps [10].

Removing additional symptoms:

The first phase includes data pre-processing. First, the existing data set, which includes texts, is loaded into the memory. Then, the textual data is cleaned. Numbers, internet addresses, signs and meaningless characters are removed from the text. Then, the texts that are in the form of sentences are converted into words and each text becomes an array of words.

Marking and removing less important words:

In the following, frequent and unimportant words are removed from the text that are broken down into their component words. Then the features are extracted and assigned to these features using notation. which is actually the formation of ngrams of each sentence as a feature and their value based on the bag of words method. In the following, it values its features for each text using markup.

Mapping to feature space:

Finally, the output from the previous step will be a matrix in which each row represents a text and the columns represent the features. This matrix maps the data set to a new feature space in which each row contains text and each column contains features related to that text. This matrix is used to teach learning models in the second phase.

Feature extraction and selection in order to extract and weight words:

There is a lot of interest in feature extraction, feature building and feature selection among experts in the fields of statistics, pattern recognition, data mining and machine learning. One of the goals of this work is to predict and detect errors.

Even with the current advanced computer technology, discovering information from data is still a very difficult task due to the characteristics of computer data. Feature extraction, construction, and selection are a set of techniques that simplify and transform data, thus making diagnosis tasks easier.

Feature selection can be used to simplify the program language. In some other cases, the language used may not be sufficient to describe the problem for some learning algorithms. In these cases, the feature building trick can be used to enrich the language used. Of course, sometimes these built-in features are not all useful. Feature selection can later remove and remove these unusable features. It is also very common to see feature extraction and feature selection merged.

As computer and database technologies develop at a significant speed, humans rely more and more on computers to gather data, process data, and use data. Machine learning, information discovery, and data mining are some of the smart tools that help humans achieve these goals.

Researchers and practitioners have found that to use these tools effectively, an important part of the work is preprocessing, where data is processed and prepared before being fed to any learning, discovery, or simulation algorithms. be made

In many applications of discovery, a key factor is finding a subset of the population under study that behaves enough like that population to be worth focusing our analysis on. Although most learning methods try to select and extract or build features, both theoretical analysis methods and experimental studies state that many algorithms in a wide range of unrelated features or additionally, they work poorly. All evidence points to the need for additional methods to overcome these problems.

Data transformation and selection are among the techniques that are widely used in the pre-processing process. Data transformation is a process during which a new set of features is created. The types of data transformation are data creation and data extraction. Sometimes, both of these cases are known as feature discovery.

Feature creation is a process that explores information about the relationships between features and strengthens the space of features by inferring or creating additional features.

Feature extraction is a process that extracts a new set of main features by using some basic and functional routing. Using feature extraction, we can determine the salient and defining features of the data.

Subset selection differs from feature change in that no new features are produced in the subset selection, and only a subset of the main features are selected and the space of features is reduced.

Similar to the feature modification process, feature construction typically expands the feature space, while feature extraction typically reduces the feature space. Changing the features and selecting the subset are not completely separate and independent from each other. They can be considered as two different sides of the problem representation.

In the proposed method, each sentence is broken into its component words and each word is assigned a corresponding weight. The result of this work is the formation of word weight vectors (feature vectors) which are used as input to the classification learning model.

IX. CLASSIFICATION OF TWEETS

After performing the pre-processing phase and extracting feature vectors, it is time for the main stage of the work that is, categorizing tweets. In this research, multilayer neural network algorithm has been used for this purpose. In this algorithm, the training model is built first, and after the training is finished, the training samples are used to classify a new sample. Therefore, using the data created in the first step, which are the feature vectors, we train and evaluate the neural network model in the following way.

One of the efficient tools used in problems related to classification or estimation (prediction, regression) of the target variable is neural network. This method is a calculation method based on the interconnected connection of several processing units.

The network consists of an arbitrary number of cells or nodes or units or neurons that connect the input set to the output. In this section, a type of neural network
called perceptron is used. A perceptron takes a vector of inputs with real values and calculates a linear combination of these inputs. If the result is greater than a threshold value, the output of the perceptron will be equal to 1, otherwise it will be equal to -1. To learn network weights, Back Propagation method is used.

In this method, by using gradient descent, it is tried to minimize the square of error between the outputs of the network and the objective function. In fact, in order to solve the problem in general, the input modules are converted into a set of features and the network is trained based on these features. At the end, the network selects the format that best matches the input.

By increasing the size of the network, the accuracy on the training samples increases. But the accuracy of detection has decreased on other data. In fact, when the size of the network increases, the complexity of the network decreases the accuracy during testing, while the accuracy continues to increase in the training samples. When there is an error or noise in the training data, the network grows and becomes more complicated due to the presence of the error in order to adapt to all the training data. On the training data, the accuracy is high, but during the test, its accuracy decreases.

Watts-Ostrogatz model is used to determine the weight of the network. so that first each word vector graph starts with m_0 vertices (N numbered vertices) and at each step a new vertex is added to the graph (every node i is added to vertices i±1,2,..., k/2) which is connected to the vertex from the previous vertices in such a way that we select an edge with probability p and change one of the two nodes connected to it, and the degree of higher nodes is more than the node others increase. This causes important words with more weight to play a greater role in classification.

X. EXTRACT TRAINING DATA

In this step, the mapping of the obtained features is used. Part of the data is randomly selected as training data and other data is used for evaluation.

XI. NEURAL NETWORK TRAINING AND WEIGHTING BASED ON WATTS-STROGATZ MODEL

At this stage, the neural network learning model is constructed, weighted by the Watts-Strogatz model, and used to classify texts. In this way, the properties quantified in the previous step, as input vector input, are given to the training and neural network model creation, and after creating the learning model, each time using the Watts-Strogatz model, the network weight is optimized. To be.

To obtain random graphs whose nodes and links are random, we used the Watts-Strogatz model, whose inputs are the row and column matrices of the mapping, which are the number of input layer neurons and the number of lattice hidden layers, respectively, they will be.

The output of this function will be a matrix W with dimensions row * col, which is actually the final matrix that we will apply to the weights of our trained network. It will also connect the input layer nodes to the hidden layer neurons, which will be used to draw the links.

There are at least d + 1 nodes in the graph with an average of d and more links, and older nodes have more links, which is derived from the preference rule in the Watts-Strogatz model.

The main reason for combining this method with artificial neural networks in this study is the interesting theory about the Watts-Strogatz model. Existing theories show that when establishing communication between neurons in the brain, in addition to storing memory information, etc., a certain minimum number of connections between neurons are needed, in addition to the age, age and experience of these neurons when communicating. Previous neurons are also important. This is also true of human social networks that follow the theory of complex systems.

The proposed method uses the Watts-Strogatz model in neural network weighting. This model is a model in which the majority of nodes are not neighbors but can communicate with each other through a small number of intermediaries. This feature is known as "six degrees of separation". This model has a low path length and high clustering coefficient that is seen in many real world networks such as social networks, Internet and genetic networks. We have used this feature in the neural network and combined this model with the neural network. In fact, we have created a neural network based on the Watts-Strogatz model. The Watts-Strogatz model, which is one of the main models for creating small world networks, has provided the ability to make the best available category by considering the least feature in the category. In this way, each feature is weighed according to its importance in decision-making and is connected to other nodes.

In this research, a six-layer neural network has been used, which will have a diagram in the form of the following figure.

Figure 3. An overview of the designed neural network.

After all the sentences in the dataset have been broken down into their constituent words, 70% of these words, which are actually attribute vectors, are taught to the department to build a model based on it, which contains 22 million words. The remaining 30% is also used to test the model. The initial layer of data entry is encoded.

We then deliver the encoded information to a pre-trained network that has trained 22 million words and activate 1000 layers along the total vocabulary of the word bag in which the weights will be a matrix of 22 x 1000, the output of this step. Which is a 1000 vector as input to the LSTM network. The third layer will be the LSTM network. With an input dimension of 100 that is transmitted to 2200 neurons. So we have the input
weight matrix with dimensions of $2200 \times 100$, then we connect these $2200$ neurons to $1100$ neurons in the hidden layer and the weight matrix of $2200 \times 1100$ middle layer of LSTM is obtained.

The fourth layer of a network will be fully connected to the number of classification classes. Whose weight matrix will later accept $2 \times 1100$.

Then we pass the output of this step through a softmax network and report the classification results with the last layer.

XII. CLASSIFICATION BASED ON TRAINING MODEL.

The training model was created using the previous steps. In this step, the classification is done based on the created model. So that each new input sample is processed and the steps from the beginning of the season until now are performed on it. Then the degree of similarity with the classes created in the model is examined. Depending on the degree of similarity, each class in which the input sample has the highest degree of similarity is identified as the class of that sample.

XIII. DATA USED IN THE PROPOSED METHOD

The data used in this study was extracted from the Twitter repository. This dataset contains 12800 records. In this dataset, each record is written by a user and has a specific tag that indicates the subject of the text. The available data are presented in the form of xls files, for all of which we have created xml files, which after initial processing and loading it into a format usable for processing, enters the proposed algorithm as input to the first phase. To be. Each sentence is placed in a sentence tag. By processing xml files with the help of MATLAB libraries, the texts are sent as the primary input in the proposed method.

As previously explained, the training and assessment dataset is available offline. The dataset used included text on Twitter.

XIV. IMPLEMENTATION STEPS

Phase One: Pre-processing the initial data

The first phase involves data preprocessing. The existing data set, which includes texts, is first loaded into memory. Then, the text data is cleaned. Numbers, URLs, and signs and symbols and meaningless characters are removed from the text. Then, the hockey text, which is in the form of a sentence, becomes word for word, and each text becomes an array of words.

Repetitive and insignificant words are then removed from the text that have been broken down into their constituent words. Then the properties are extracted and these properties are quantified. In fact, the formation of ngram of each sentence as a feature and their quantification is based on the word bag method. It then values its features for each text. Finally, the output of this operation will be a matrix in which each row represents a text and the columns represent the properties. This matrix is used to teach learning models in the second phase.

Phase Two: Classification

In this phase, the multilayer neural network learning model is constructed, weighted by the Watts-Strogatz model, and used for classification. In this way, the properties set in the previous step, as input feature vectors, are given to the training section and the creation of the neural network model, and after creating the learning model, the weight of the network is optimized each time using the Watts-Strogatz model.

XV. COMPARE THE EFFICIENCY OF THE PROPOSED METHOD WITH OTHER METHODS

For this purpose, we compare the proposed method with a hybrid algorithm and a group algorithm, which are the best methods proposed for text mining so far.

First, to compare the proposed method with deep methods, we use the deep neural network classification algorithm presented in the article [11] and to compare the proposed method with group learning methods, we use the method presented in [12]. Deep algorithms and mass algorithms are popular and widely used data mining methods and have been widely used in studies. The results of this evaluation are shown in Tables 1 and 2.

XVI. EVALUATION CRITERIA

Our evaluation criteria are the degree of accuracy and retrieval in the classification of classes in the data. We have compared the evaluation criteria in our proposed algorithms with other methods and we have shown the results of these comparisons in the following tables.

In Table 1, we have examined the proposed algorithm in terms of the evaluation criteria mentioned. Evaluation criteria are a key factor in measuring the performance of classification. To calculate the criteria, we use formulas 1, 2 and 3.

\[
\text{Accuracy} = \frac{TP + TN}{TN + TP + FN + FP} \times 100\% \\
\text{Precision} = \frac{TP}{TP + FP} \times 100\% \\
\text{Recall} = \frac{TP}{TP + FN} \times 100\%
\]

TP: Positive examples that are correctly classified.
TN: Negative examples that are classified correctly.
FP: Positive examples that are incorrectly classified.
FN: Negative examples that are incorrectly classified.

In the present study, the topics are in the categories of news, sales, sports and economics, etc., and examples related to news and sales are considered as positive examples, and other samples are considered as negative samples.

<table>
<thead>
<tr>
<th>Description</th>
<th>Sample</th>
<th>Class detected by the algorithm</th>
<th>The main class</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>Number of negative samples that are correctly classified</td>
<td>The magnitude of the recent earthquake is estimated 6.2.</td>
<td>News</td>
</tr>
<tr>
<td>TN</td>
<td>Number of positive samples that are</td>
<td>The Iranian Handball team qualified for the</td>
<td>Sports</td>
</tr>
</tbody>
</table>
According to the results of Tables 2 and 3, it can be seen that the performance of the proposed algorithm is better and has a favorable situation in the evaluation criteria.

XVII. ANSWERS TO RESEARCH QUESTIONS

Is identifying the subject and content of the texts effective in providing appropriate services to users?

Yes. According to the efficiency of the proposed method and the results obtained from the simulation of the proposed method and its use according to Tables 2 and 3, users with 95% accuracy are able to identify their favorite topics and with less time can get the services they are looking for, and based on their interest, topics related to their interest are suggested and provided to them.

Is it possible to make a good decision about the content of the texts using the semantic load of the words?

The results obtained by MATLAB software according to Tables 2 and 3, show that the use of semantic load of words has been a suitable method and has created an acceptable level of accuracy equal to 99% and 95%.

Is the multi-layer neural network method a good way to identify the subject and content of texts and their classification?

The results obtained from the implementation of the proposed method in MATLAB software and its testing on detection and classification on 30% of the data set according to Tables 2 and 3, indicate that the multilayer neural network method of classification accuracy has increased to 99% and also increased the classification accuracy to 95%. In addition, it was able to reduce computation time. Therefore, the multilayer neural network method is a suitable method for identifying the subject and content of texts and their classification.

Can using a combination of multilayer neural network method and random graph model to identify the subject and content of texts increase the accuracy of classification?

The results of implementation in MATLAB software according to Table 3, has shown that the use of a combination of multilayer neural network and random graphs to identify the subject and content of texts has been able to classify accuracy compared to the mass method of 8% and 7% improvement over deep method. It has also been able to increase accuracy to 95%.

Can the network output be optimized using a random graph model?

The results of implementation in MATLAB software have shown that the use of random graphs has optimized the network output and reduced the number of intermediate nodes. As a result, the search space is reduced and the time to reach the ideal answer is reduced according to Table 2. Also, with increasing weight, the effective properties of the layers are less complex and the classification accuracy is increased.

XVIII. CONCLUSION

The result of the research was a model for text mining on Twitter, the function of which seems to be appropriate in categorizing texts. We designed and performed experiments to evaluate the proposed method. We observed that the results show a significant improvement. Comparing the proposed method with other methods, according to the obtained results, we found that the proposed algorithm has a high percentage of improvement in accuracy and readability and has a better performance than other methods.

In general, machine learning methods will work much better than dictionary-based methods. Finally, it can be concluded that using the proposed method to categorize texts in virtual stores, sales sites, or any organization or trustee that offers a product or service online, is quite promising and with further studies Better results can be achieved.

The results of implementation in MATLAB software have shown that the use of random graphs has optimized the network output and reduced the number of intermediate nodes. As a result, the search space is reduced and the time to reach the ideal answer is reduced according to Table 2. Also, with increasing weight, the effective properties of the layers are less complex and the classification accuracy is increased.

According to the results of Tables 2 and 3, it can be seen that the performance of the proposed algorithm is better and has a favorable situation in the evaluation criteria.
classification. Also, the use of a combination of multilayer neural network and random graphs to identify the subject and content of texts has been able to improve the classification accuracy by 8% compared to the mass method and 7% compared to the deep method. It has also been able to increase accuracy to 95% and reduce the search space and reduce the time to reach the ideal answer according to Table 2. Also, with increasing weight, the effective features of the layers are less complex and the classification accuracy is increased.

XIX. SUGGESTIONS AND FUTURE WORK

The present study is specifically focused on the classification of texts. Texts are raw information without structure that needs to be processed. To evaluate the proposed method, this model can be used in real-time text processing, which includes more numbers and resources. This proposal is presented in line with the research because the number of sources under review is high.

In future research, it is possible to expand the topics and classify them into more categories with different topics in order to study more texts and extract more accurate information from them. This suggestion can be used in other research because the data of this research include the same number of topics that have been addressed in this research.

It is also possible to use other methods instead of using the word bag method and increase the efficiency of the algorithm with the help of these weighting methods. This suggestion can be used in other research.

In this context, the dimensions of the feature space can also be reduced by using the appropriate feature selection methods. Provided, of course, that it does not adversely affect the performance of the learning algorithm. This suggestion can also be used in other research.
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Appendix
Comparison with other works

<table>
<thead>
<tr>
<th>Author and year</th>
<th>Title</th>
<th>Method</th>
<th>Results</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jianqiang et al. 2017</td>
<td>Sentiment analysis on Twitter and comparative research on texts using pre-processing methods</td>
<td>The feature of word roots and the dictionary method are used for extraction. Dimension reduction and feature selection is done automatically</td>
<td>The amount of F measure for this test in HASH mode has been better than HASH+EMOT mode. Also, the level of classification accuracy has provided similar results, with the difference that HASH+EMOT has provided better results than HASH with a slight difference.</td>
<td>Suggestions have been given regarding smoothing the data. Among the existing algorithms for smoothing the NB algorithm, the best answer is included.</td>
</tr>
<tr>
<td>Prokoch, s., et al. 2019</td>
<td>A new method for multilingual sentiment analysis</td>
<td>Using conditional probability distribution on undirected graph model</td>
<td>The accuracy of machine learning methods is high. It has higher accuracy than conventional methods such as average, weighted sum.</td>
<td>It has increased the accuracy of diagnosis. In supervised methods, the accuracy percentage has always been higher than the semantic approach. Linguistic approach methods have better results than machine learning methods</td>
</tr>
<tr>
<td>Luo, et al. 2019</td>
<td>Analysis of the behavior of social network users using machine learning</td>
<td>Law extraction is used for analysis. By using this method, users can be effective in creating a meaningful space.</td>
<td>The results show that the four factors of the society's general image of the product, the amount of consumption, the statistical characteristics and the description of the product play a role in the purchase of customers.</td>
<td>The best result was obtained by NB, which was obtained by combining with Laplace and improved the result by 87%.</td>
</tr>
<tr>
<td>Mohbey 2020</td>
<td>A multi-class approach to predict customer behavior using deep learning on Twitter</td>
<td>Analysis of the experiences and behavior of users of social networking services</td>
<td>Used one method with another supervision. A more detailed review of each product, which includes the reviews of other consumers, is considered at each stage.</td>
<td>Analysis based on the semantic approach, as well as the use of semantic and thematic modeling in the analysis</td>
</tr>
<tr>
<td>Bao et al. 2020</td>
<td>Analysis of user behavior on video products in large-scale systems</td>
<td>Classification and prediction of opinions in social network data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research Question</td>
<td>Description</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>The use of the semantic load of words has led to the correct recognition of the content.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>By correctly identifying the user's interests, it provides more suitable services to the users.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third</td>
<td>The results show that the multi-layer neural network method is a suitable method for recognizing the topic and content of texts and classifying them, and it has a suitable recognition for classifying texts.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fourth</td>
<td>The combination of multilayer neural network and random graphs has brought the accuracy of diagnosis to 95% and the accuracy of diagnosis to 99%, which is a significant improvement.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fifth</td>
<td>By using random graphs, the amount of information to be processed has been reduced, and as a result, the output of the network has been improved.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>