Selfish Node Detection Based on GA and Learning Automata in IoT
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Abstract—It is critical to increasing the network throughput on the internet of things with short-range nodes. Nodes prevent to cooperate with other nodes are known as selfish nodes. The proposed method for discovering the selfish node is based on genetic algorithm and learning automata. It consists of three phases of setup and clustering, the best routing selection based on genetic algorithm, and finally, the learning and update phase. The clustering algorithm implemented in the first phase. In the second phase, the neighbor node selected for forwarding the packet in which has a high value of fitness function. In the third phase, each node monitors its neighbor nodes and uses the learning automata system to identify the selfish nodes. The results of the simulation has shown the detection accuracy of selfish nodes in comparison with the existing methods average 10 %, and the false positive rate has decreased by 5 %.
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I. INTRODUCTION

The modern world and communications technology have shown in the business world, people who have access to data and better information will control the future. The internet of Things (IoT) is indeed the product of coverage and evolution of three internet elements, wireless technology, and Micro-electronic and mechanical devices [1, 2]. Connectivity to the internet in the IoT has led to its application of all aspects of human life, including smart cities, smart water control environment, Security and emergencies, smart transportation, smart agriculture, industrial and health control, and so on. Wireless communication is a way of sending and receiving data in IoT. However, the low range of the wireless connections requires multi-step communication is based on the cooperation of all thing in IoT [3, 4].

One of the most critical challenges in the IoT presents is the lack of cooperation in some nodes to the data transmission in multi-step communications. It is called “selfish nodes” that have the ability to increase its lifetime and the rest of the nodes in cooperation with them but to achieve the maximum preferences and
The main contributions of our paper are led the Separation of posed scheme has a other selfish node and encouragement and on and their have a high accuracy of mentioned methods. These methods benefit from the detection and low traffic, which are advantage of using a genetic algorithm and game theory methods, each node plays a role as players in the game, which are interacting with each other and design the game and its profits to send the data packets. These methods have a higher false positive rate, and the average end to end delay is more than other methods [19-21].

Another group of selfish nodes detection and recognition methods in the network is hybrid and specified methods. These methods benefit from the advantages of different techniques. Because of this, they have a high accuracy of detection and low traffic, the average end to end delay, compared with other methods [22-26].

The proposed method is a multi-phase method based on GA and LA for the detection of the selfish nodes in IoT, and the scheme has been proposed in three phases, including setup and clustering, suitable path selection based on genetic algorithm, and the learning and update phase. In the first step, a set of things is clustered based on having communicated with the destination base station, and the cluster head chose the data packets to the base station. In the second phase, the chromosome selected by a genetic algorithm has shown the best route to send the data packets to the destination. The chromosome has a high value of fitness function, among others. In the third phase, the result of the sending operation evaluates by the source node is equipped LA. The source node updates the probability of LA about the neighbor nodes by receiving the acknowledgment. Each node whose probability value is less than the predetermined threshold in LA is detected as a selfish node. In the following, the main contributions of our paper are presented:

- Our mechanism is a hybrid method that takes advantage of using a genetic algorithm and learning automata to detect selfish nodes. All nodes are equipped by LA to learn about the status of the neighbor nodes. The nodes with low probability can’t be active and send the data packet, so the node known as a selfish node. The nodes want to have high probability should cooperate with other nodes, and it means stimulation of the nodes.
- If the probability of the neighbor node of the spatial node is not less than the threshold, the mentioned node is provided the opportunity of cooperating with other nodes.
- We propose a multi-phase method to detect selfish nodes based on GA and LA in each round and prevent resending the data packets to selfish nodes. Then, it has low energy consumption. The metrics of throughput won’t decrease, due to the source node does not need to resend the data packets that might be needed as a failure of the data packets to reach the destination. Network traffic will be decreased by not repeatedly sending the data packets, and it leads to a decrease in the average end-to-end delay of the data packets in the network. The proposed scheme has a low false positive/negative rate and high detection accuracy of selfish nodes.
- The different theoretical metrics are evaluated by executing several simulations. Results have shown significant improvement in distinct metrics.

The rest of the paper is as the following: related works are presented in section 2. The selfish node detection mechanism is proposed in the next section. In section 4, the proposed method is simulated, and results are evaluated. And the conclusion is presented in section 5.

II. RELATED WORK

Several approaches have been developed to discover and deal with selfish nodes, stimulated them to cooperate with other nodes in the network. These approaches, according to their nature, are divided into six groups known as reputation-based approaches, credit-based approaches, punishment-based approaches, acknowledgment-based approaches, game theory approaches, and hybrid and specified approaches. It categorized the methods to incentive protocols and identifying, isolating selfish nodes protocols; then, it expressed the weakness and strength of techniques in each group [8-9].

In reputation-based methods, network nodes cooperate with each other to provide feedback for a set of particular nodes. Each node is assigned a reputation value with respect to its feedback [10]. An intelligent reputation-based approach called the Separation of Detection Authority (SDA) is designed to detect selfish nodes in the network. Unlike previous approaches in this approach, the reliability of the network is also considered. This approach is based on a central organization to recognize the credit of the nodes, which consists of three sections of reporters, agents, and a
central authority. In this approach, when a node observes suspicious behavior from its neighboring node(s), it introduces itself as a reporter to the central authority. Then the central authority assigns nodes to the neighboring suspect nodes as agents to determine the behavior of the suspect nodes and determine whether the node is suspicious forwards the data packets or not. After observing a period, each node sends the results of its observations to the central authority [11].

An approach is proposed to detect selfish nodes and stimulate them to cooperate with the network [12]. The proposed method uses a control data packet to detect the selfish node. So that when the data packet is sent from the source node to the destination node when the data packet reaches the intermediate node as a selfish node, then the data packet will not be sent by this node, and due to not receiving the control packet from the destination node, the source node will retransmit the packet data, and the number of retransmissions will increase. If the number of retransmission packets is more than the predetermined threshold, then the network will have a selfish node. The self-node is detected by listening to the channel of other nodes.

In credit-based or virtual-based methods, the nodes that have a data packet to send are paying for it, or the nodes trade their data packets between themselves and sell it at a higher price after buying a packet [13, 14]. A credit-based method is proposed to detect selfish nodes in a MANET [15]. The algorithm is clustered the network nodes and selected the cluster head and watchdog nodes. The cluster head nodes control the network feature of cluster member nodes such as traffic, delay, throughputs, etc. But the watchdog nodes monitor the nodes in the clusters and report the selfish nodes which aren’t forward the packets to cluster head. When the cluster head finds abnormally behavior in the member nodes, it will call the watchdogs to monitor the nodes. The disadvantages of the method are high latency and communication overhead.

In acknowledgment-based methods, it ensures that sending a packet to a node using an acknowledgment message. In these methods, a node sends an acknowledgment message to the source node when it wants to forward the packet. If a source node does not receive an acknowledgment message, it is taken as a misbehavior node [16, 17]. In 2018, Mahdi Bounouni et al. proposed an acknowledgment-based method to discover malicious and selfish nodes [18]. The proposed approach consists of four models for punishing malicious nodes and stimulating selfish nodes to cooperate with other nodes. The monitoring model is responsible for controlling the sending of routing packets and data packets by using the acknowledgment packet in the network. The reputation model, which evaluates each node’s neighbors, by sharing the nodes’ reputation between each other and according to the rules of trust, for this purpose, three types of direct, indirect, and general reputation are defined and fulfilled. Stimulator model manages and updates nodes’ credit accounts that this module is intended to stimulate nodes by cooperating to send routing and data packets, they can increase their credit account balance and improve their reputation among neighboring nodes, and finally, malicious and selfish nodes are punished by isolator model whose reputation is lower than the threshold. The proposed method has high overhead and unable to detect collision attacks and selective forwarding misbehavior.

Game theory is an applied mathematical theory, it models and analyzes systems in which each person tries to find the best strategy that has been chosen by others to find success [19].

C. Vijayakumaran et al. proposed a novel detection of the selfish node, which consists of two phases: ‘Generation Phase’ and ‘Verification Phase’. The generation phase also includes routing task confirmation step and the routing-report generation step, and coordination-confirmation report generation step. The routing task confirmation step is done when the source node is routed to the destination node by using the DSR method. A new routing task is assigned by the middle relay node to the new node, and this assignment confirmation should be created for it, which is assumed by the hash function as a signature function by the supervisor in the verification phase [20].

The proposed mechanism is a multi-phase method based on reputation and game theory for stimulation of cooperation between selfish nodes in the internet of things, and this mechanism has been designed in three phases including setup and clustering, sending data and playing a multi-person game, and update and detecting selfish and malicious nodes. [21]

In hybrid methods, the methods use credit-based or reputation-based or other groups of methods to provide the benefit of the hybrid methods [22]. TEEM is a trust-based approach to detect malicious and selfish nodes in mobile ad hoc networks and wireless sensor networks, which is usually dependent on the watchdog approach, although such monitoring devices have more energy consumption. This method is based on the time division of the monitoring strategy to achieve high-security levels. This method includes both the trust and the link duration between the true cooperation pairs relative to the diving period of the monitoring, which is completely distributed by switching Hello messages between the nodes. In TEEM, network nodes are commonly monitored from the beginning. After that, the task of network monitoring will be distributed among the trusting pairs. Hence, they can store their energy power over other nodes [23]. This paper proposes to detect selfish nodes in IoT (DISOT) in three phases: Setup and Clustering phase, which identifies and then clusters all the nodes in the network. The global phase, which indicates whether a selfish node(s) exists in the clusters or not using the main cluster head and the cluster heads in each cluster, must identify the selfish node(s) within the local phase [24].

The main responsibility of the payment punishment scheme (PPS) involves three steps sending the data...
The trust management scheme has consisted of the detection and prevention steps. To detect the nodes, an algorithm that has been used is called an adaptive threshold algorithm. A repeated game is avoided the selfish node behavior. The nodes' behavior is compared in normal state and the current one. The packet forward ratio (PFR) is calculated in the current state, and it is compared by the pre-threshold. If the PFR is lower than the threshold value, the node is selfish. Otherwise, the threshold value will be set with the current PFR. In the prevention phase, the game is designed nodes to gain fewer payoffs if the nodes choose the selfish strategy; hence they are unwilling to choose this strategy [26].

In this method, a reputation-based framework is proposed for the distributed system, which combines selfish and malicious node detection. The router vector is expanded on demand and uses an extensive deep packet scrutiny (EDPS) technique to detect suspicious activity from network nodes before packets are discarded. In order to classify selfish and malicious nodes, supervised learning methods are based on Deep Neural Networks (DNN). The Vickrey, Clarke, and Groves (VCG) models are used to change the behavior of selfish nodes to cooperate and encrypt packets. The proposed method increases the advantages such as the quality of service criteria. Network lifetime and network power is improved on average. Packet delay, packet delivery ratio, overhead and reliability are also reduced with routing overhead and average end-to-end delay. Nodes that have acted as selfish node are given a second chance. The fundamental limitation of the proposed method is that there is no framework that includes a direct or indirect reputation-based approach to identifying and defending malicious and selfish nodes [28]. In this mechanism, a reputation-based epidemic algorithm has been proposed that combines selfish behavior and inability to send a message. Conceptually, reputation should be considered to reflect the behavior of the nodes and meet the performance requirements of the parameter. However, many issues are related to reputation calculation, such as data delivery rates, memory, delay, and bandwidth consumption, and they affect each other and require high computational capabilities. For the protocol, reputation is calculated using the successful message sent, which represents all the factors that indicate the message was sent successfully. The behavior of the candidate node is evaluated by monitoring the relay and a reputation-based message mechanism is established for sending. When node j meets node i without a message, node j calculates the credit value of node i. If the threshold is exceeded, a message is sent to node i for the relay. Nodes with a good reputation as candidate nodes for relay service are the priority of selection and service. In order to achieve routing service, selfish nodes must be honest and good at replaying messages to gain a good reputation. This mechanism stimulates everyone to cooperate in the relay message. In the beginning, since contact between nodes is not frequent, direct reputation may not be effective in showing overall reputation. When most nodes communicate with each other, the amount of reputation may reflect the truth to some extent. Finally, a selfish node is actually disconnected from the network when its reputation is below a predetermined threshold. This stimulates all nodes to cooperate in posting to gain a higher reputation [29]. Konyeha et al. have introduced a method based on punishment and encouragement in which a selfish node requires an incentive to send packets to other nodes because this is required cost (energy and other resources). The encouragement mechanism ensures that node messages are not accepted by default, hence; force them to cooperate in sending their message. The system has applied signs in analysis to facilitate the identification and elimination of selfish nodes. Each node is created with a password. Each password includes three fields: node ID, status, and reputation. Each node must declare its password status and reputation value to participate in any network activity. If the status and validity bits are "1" and "1", respectively, the protocol does not allow any activity on the network. The number of isolated nodes has been reduced during the time by introducing the sign field of each node for tolerance, which is implemented because of the reduction of the isolation effect of the selfish node by placing the selfish node in the block list [30].

All aforementioned schemes and algorithms are important and cannot be ignored; however, each of them has weaknesses in some circumstances that must be improved. Provide an efficient algorithm that detects selfish nodes in IoT; their strong points can be beneficial.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reputation-based</td>
<td>High throughput</td>
<td>High energy Consumption</td>
</tr>
<tr>
<td></td>
<td>Less end-to-end delay</td>
<td>High overhead and complex systems</td>
</tr>
<tr>
<td></td>
<td>High detection rate</td>
<td>No Robustness Against Collisions</td>
</tr>
<tr>
<td></td>
<td>Less channel traffic</td>
<td>False positive rate</td>
</tr>
<tr>
<td>Credit-based</td>
<td>High throughput</td>
<td>No Robustness Against Collisions</td>
</tr>
<tr>
<td></td>
<td>Less end-to-end delay</td>
<td>No second chance</td>
</tr>
<tr>
<td></td>
<td>Less channel traffic</td>
<td>Less detection rate</td>
</tr>
<tr>
<td>Acknowledgment-based</td>
<td>Less false positive rate</td>
<td>Less energy Consumption</td>
</tr>
<tr>
<td></td>
<td>High detection rate</td>
<td>High channel traffic</td>
</tr>
<tr>
<td></td>
<td>High throughput</td>
<td>Less throughput</td>
</tr>
<tr>
<td></td>
<td>Less second chance</td>
<td>High end-to-end delay</td>
</tr>
<tr>
<td>Game theory-based</td>
<td>Less end-to-end delay</td>
<td>High energy Consumption</td>
</tr>
<tr>
<td></td>
<td>High detection rate</td>
<td>False positive/negative rate</td>
</tr>
<tr>
<td></td>
<td>Less channel traffic</td>
<td>Less throughput</td>
</tr>
</tbody>
</table>

TABLE I. ADVANTAGES AND DISADVANTAGES IN DIFFERENT CATEGORIES TO DETECT SELFISH NODE.
III. THE PROPOSED METHOD BASED ON LEARNER AUTOMATA

In this paper, we design a detection and discovery mechanism based on genetic and learner automata in the IoT network, which represents three blocks of the diagram by the proposed protocol. We consider a multi-phase scenario, where there are base stations in each cluster have collected data packets from cluster member nodes (setup & clustering). In the second phase (The best routing selection phase based on a genetic algorithm), the nodes choose the best route for purpose while forwarding their data packets and cooperating to get the data to the base station. The best-selected route has fitness value higher than other neighbor nodes routes. In the third phase (learning and updating phase), to address and determine the selfish nodes who not forward the data packets at all. If the acknowledgment packets receive from the destination, the probability of a neighbor node in the selected chromosome will be increased in LA. But if not receive, it will be decreased. At the end of the round, the probability of the node is less than the predefined threshold; it will be known as a selfish node. We use the cooperation process analysis to identify selfish nodes and propose a genetic-based mechanism that utilizes the learner automata mechanism. While nodes are detected on abuse, we reduce the power transmission of data packing (or even cooperation with other nodes). Figure 1 shows the block diagram of the multi-phase mechanism.

![Diagram of the multi-phase mechanism](image)

We stimulate the nodes to cooperate with them in a selfish node. Finally, the main task of this paper can be summarized as follows:

The multi-phase based on genetic and learning automata method has been proposed. According to the features such as node distance to cluster and the level of energy by a fitness function is calculated for the selected neighbor node.

A strategy of detection and discovery based on genetic algorithm and learning automata is proposed to make cooperation the nodes in IoT. A learning strategy is introduced to address the challenge of selfish behavior. The main idea is that every node in a certain period reviews the responses of other things, and the nodes don’t forward the data packets are applied as a selfish node in LA. By theoretical analysis, we demonstrate that by using this strategy, selfish nodes are significantly identified with high precision because any deviation from the level of uncertainty of the data packet tends to low cooperation or even non-cooperation, which leads to isolating of the selfish node.

At certain times, the cluster head will ask members about the status of each neighbor who has stored in their neighborhood table. Nodes possessing the level of their cooperation in LA of each node are reported as selfish nodes, and the nodes have the largest report by cluster head and its neighbors known as a selfish node. That is reported to all nodes in the cluster with the message of all broadcasts to encourage them to cooperate with others. The results of the simulation show that the proposed strategy with high precision is to reduce network throughput due to the existence of the selfish nodes in the network.

Each of the proposed mechanism phases is presented in detail by following.

A. Setup and clustering phase

In the first phase, several things are randomly distributed in the desired environment of different applications. After nodes distributed in the desired area, each node has identified all its neighbors by broadcasting the hello message and saves the data packets about its status and neighbors in a table consisting of four fields, as in Figure 2 in the database.

<table>
<thead>
<tr>
<th>Residual _energy</th>
<th>Node_coordinate</th>
<th>Distance_nearest_BASE station</th>
<th>Number_neighbor_node</th>
<th>Node_id</th>
</tr>
</thead>
</table>

Figure 2. the data packet content in nodes’ Table

In the following, more details are discussed about each field, as shown in Figure 2.

- Node_id: It has 16 bits to save the node’s Identification.
- Number_neighbor_node: It has 8 bits to save the number of neighbor nodes.
- Distance_nearest_BASE station: It has 16 bits to save node’s distance between the nearest base station and node.
- Node_coordinate: It is an array of two elements with 16 bits in each of them to save the (x, y) coordinate of the node. The distance between nodes can calculate by the coordinate of nodes.
- Residual _energy: It has 16 bits to remain energy of the node and updated by nodes in a time period.

After identifying the neighbor nodes using the clustering algorithm introduced in 2016 for IoT, J Sathish Kumar, Mukesh A Zaveri, was proposed about it. The function of this method is that all things with each attribute are assumed to be a node, and with the nodes that the nodes share the relationships, it reduces the overhead of communication. Nodes, naturally, are heterogeneous in IoT and are connected from different networks, which also assumed the nodes heterogeneous. Clusters are varied at regular intervals and are dynamic because of the dynamic nature of the
Internet of things topology. This method promises energy savings by selecting different nodes as the cluster head.

B. The best routing selection phase based on genetic algorithm

Genetic algorithms are an adaptive innovation search algorithm that is one of the types of developmental algorithms that have been inspired by biologists, such as mutation, selection, and crossover [27]. The high interest of these algorithms is that the final results are more significant. The genetic algorithm encoding the issue as a set of strings (chromosomes) containing tiny particles (genes), each chromosome in the genetic algorithm represents a point in the search space and a possible solution for the desired issue. During the study, the genetic algorithm selects the appropriate and valuable strands for itself, and it removes a cluster of strands that are more fitness with the population (the number of chromosomes), constantly correcting a community of individual answers. At each stage, the genetic algorithm randomly selects people from the current generation as parents and uses them to develop children who are members of the next generation. During successive generations, the population of the answers will reach an optimal solution of "evolution." At each stage, to create the next generation of the popular community, the current community uses three basic types of legislation: Selection rules select the specific answers to which parents are being said. Crossover laws combine the traits of parents to form their child, who will be a member of the next generation. Mutation rules are randomly applied to one parent (or both of them) to form the children of the next generation.

1) Fitness of heredity

The fitness function is designed to solve any problem using a genetic algorithm. This function turns a non - negative numeric function for each chromosome, which represents the competence or the individual’s ability of the chromosome.

Parameters related to the quality and ability of the chromosomes are expressed as follows:

2) Numbers

The number of neighbor's node is the number of nodes that node i can send or receive the data packets according to Eq. (1). The more the number of neighbors in a node, the more likely it will be sent the data packet from one neighbor node, hence it is one of the critical metrics in the fitness function.

\[ |n| = \{ |D_{ij}| < board_p, |D_{ij}| < board_{i,j|N} \} \quad (1) \]

3) Distance from the selected neighbor to the nearest base station

The distance to the nearest base station, which is the ultimate destination of all network nodes, leads to higher energy consumption; therefore, the choice of neighbor nodes has the minimum distance to the base station of the function parameters. Regarding the coordinates of nodes and base stations, it has been Eq. (2) to calculate the distance:

\[ D_s = \min(\sqrt{(x_i - x_s)^2 + (y_i - y_s)^2}), s \in Sink \quad (2) \]

4) Distance from the selected neighbor to the neighbor node

The range of node i from the neighbor node chosen, which is one of the metrics in the fitness function. The less energy required to send the data packet through the nodes in the range of node i. Regarding the coordinates of the nodes, it has been Eq. (3) to calculate the distance:

\[ D_n = \sqrt{(x_i - x_n)^2 + (y_i - y_n)^2}, n \in neighbors \quad (3) \]

5) Residual energy field

The remaining energy of the selected neighbor node as a parameter increased the probability of packet transmission to the destination if it is increased. If this parameter decreases, the probability of node inclination as the selfish node will be increased.

6) Fitness function

Fitness function F is defined by all the introductory fitness metrics below as Eq. (4):

\[ F = \omega_1 \frac{|n|}{|n_{max}|} + \omega_2 \frac{E_n}{E_{max}} + \omega_3 \frac{D_n}{D_{max}} + \omega_4 \frac{D_s}{D_{max}} \quad \text{with} \quad \omega_1 + \omega_2 + \omega_3 + \omega_4 = 1 \quad (4) \]

C. learning and updating phase

For each node ik, the proposed algorithm appointed a learning automata. Each one of LA1k, LA2k, and LA3k in the range Rm to assist node ik, it activates to select the best neighbor node in the round Rm to forward and sends the packets to the destination. Each learning automata have three operations expansion, contraction and without change, which is called a1, a2 and a3 for each operation, and the probability of choice is p1, p2, and p3 respectively. Node ik increases (or decreases) the probability of selecting a neighbor node in the first round for forwarding the packet. If the expansion operation (or contraction) chooses, and if it wants a without change state, it remains unchanged.

At the beginning of the algorithm, all neighbors of node ik have the same probability of choice. In each Rm, for each neighbor is equal with p1 = 0.5, ..., pN-1 = 0.5, which is given to all neighbor nodes according to its fitness function at the beginning of the algorithm, and the increase or decrease of each of this probability is the choice of independent from another neighbor node. On the other hand, the increase in the probability of the one neighbor node selection will not lead to any further reduction. If the sum of the neighbor nodes probabilities is assumed equal to 1; it leads to the probabilities of the dependence selecting neighboring nodes by increasing the probability of selecting a neighbor node to maintain a total of 1 whole probability, it must reduce the possibility of selecting any other neighbor nodes that are not logical. Other neighbor nodes have no practical application to reduce their choice probability. Hence,
the option of selecting the neighboring nodes are assumed to be independent of each other and is proportional to the learning function in I_K node, the probability that each neighbor node will be able to select its appropriate value.

Each round simultaneously begins at each I_K node by activating LA^m. At the beginning of the round, the I_K node selects one of the neighboring nodes that have the most probability to cooperate and the highest amount of fitness function to forward the data packet. If the node receives a message from the cluster head as the neighboring node is the selfish node, it reduces the probability of the selecting node avoiding to forward the data packets in the next rounds. Also, if the neighbor node does not forward the I_K node’s data packet, the node is reported to the cluster head. The purpose of the paper is to select the best neighbor node to forward the data packet, avoid reducing network throughput and performance by not sending the data packet to the selfish nodes.

1) Selection of the best neighbor node for forwarding packets

As mentioned earlier, at the beginning of R^m each I_K node uses the LA^m learning automata and fitness function to select the best node for forwarding the data packet. At first, LA^m randomly selects one of its operations based on the probability vector and is represented by α. If α is the expansion action, the probability of selecting the desired neighbor node is increased by a predetermined constant, and if the state is unchanged, its value remains constant, but the probability values must be in the range [min, max]. (Minimum node selection probability (min = 0) and maximum node selection probability (max = 1))

<table>
<thead>
<tr>
<th>Algorithm. Learning Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: For r=1 to R^m</td>
</tr>
<tr>
<td>2: Each N_i choose the neighbors with max Fitness to send packet N_j E Neighbor N_i</td>
</tr>
<tr>
<td>3: For N_j=1 to n do</td>
</tr>
<tr>
<td>4: If P_r &lt; &gt; P_max</td>
</tr>
<tr>
<td>5: or P_r &lt; &gt; P_min</td>
</tr>
<tr>
<td>6: Compute Rand (0,1)</td>
</tr>
<tr>
<td>7: If rand &lt; 0.3</td>
</tr>
<tr>
<td>8: Expansion (P_j E Neighbor N_i)</td>
</tr>
<tr>
<td>9: If P_r=P_max</td>
</tr>
<tr>
<td>10: State=C</td>
</tr>
<tr>
<td>11: endif</td>
</tr>
<tr>
<td>12: endif</td>
</tr>
<tr>
<td>13: If 0.3 &lt; rand &lt; 0.6</td>
</tr>
<tr>
<td>14: No Change (P_j E Neighbor N_i)</td>
</tr>
<tr>
<td>15: endif</td>
</tr>
<tr>
<td>16: If rand &lt; 0.6</td>
</tr>
<tr>
<td>17: Construction (P_j E Neighbor N_i)</td>
</tr>
<tr>
<td>18: If P_r=P_min</td>
</tr>
<tr>
<td>19: State=LS and report N_c</td>
</tr>
<tr>
<td>20: endif</td>
</tr>
<tr>
<td>21: endif</td>
</tr>
<tr>
<td>22: Endif</td>
</tr>
<tr>
<td>23: Endfor</td>
</tr>
<tr>
<td>24: .....</td>
</tr>
</tbody>
</table>

Figure 3. Simi-code of learning automata

The network performance in each cluster collected for the R^m period and the performance of neighboring nodes in the cluster evaluated then; the nodes do the learning correctly. For this purpose, in line 6, each cluster member node generates a random value between 0 and 1 to send its data packet through its neighbors to correct the probability of neighbor node selection for action α1, α2, α3 which are expansion, contraction or unchanged with probabilities p1, p2 and p3, respectively, which are equal to 1. If the value of a probability decreases, it will increase to the other until the selected actions are correctly chosen, as shown in line 28. These values will be encouraged and punished at the end of the round by evaluating the situation in order to select the actions accurately; If the random number is more significant than 0.3, the expansion operation will increase the probability of choosing the neighbor node in the next round. If this increase reaches the maximum probability value of the neighbor node selection, the status of the neighbor node will change to the cooperation node. It will not change unless a message sent from the cluster head in line 32. If the random number is between 0.3 and 0.6, the probability value remains unchanged. If the random number is more significant than 0.6, the contraction action reduced, and the probability of the neighboring selection node will reduce in the next round. If this decrease reaches the minimum value of neighbor node selection, the status of the neighbor node is likely changed to be a selfish node, and the node suspecting is reported to the cluster head, which done in line 41. At the end of the round, the destination received an acknowledgment message from the destination, and the probability decisions will be determined to be correct or incorrect are shown in Figure 2. The flowchart relates to the learning phase in Figure 4. It performed in parallel to all nodes in the clusters.

At the beginning of round R, the above procedure uses the best neighbor node with the most fitness function for forwarding the data packet node K. The probability will change according to neighbor nodes behaviors in clusters at the end of the round R.
Based on the assumptions, the network throughput will increase by selecting the best neighbor node with the highest fitness of IK node for forwarding the data packet. And performance indicates that the value of fitness function and reinforcement signal in IK node learning automaton is useful in selecting the best neighbor node for transmitting the data packet. Still, careful selection of the network could not predict in advance. Therefore, its variety calculated by the time the node’s data collection has done in the node’s work environment. At the end of round R, the neighbor node selected for forwarding, and this message will provide the reinforcement signal for the learning automaton in the node IK as follows:

If the Ik node selected action has selected a specific neighbor N node to forward the packet:

- If the desired data packet reaches the destination and correctly sent by neighbor node and the selective action of learning automata is to expand the probability of the neighbor node selection, the reinforcement signal rewarded for the selected action.
- If the desired data packet doesn’t reach to the destination and not forwarded by neighbor node and the selective action of learning automata is to expand the probability of the neighbor node selection, the reinforcement signal is rewarded for the selected action.

If the Ik node selected action has not chosen a specific neighbor N node to forward the packet:

- If the desired data packet reaches the destination and correctly transmitted by neighbor node and the selective action of learning automata is to expand the probability of the neighbor node selection, the reinforcement signal punished for the selected action.

Each Ik node will stop learning individually if one of the following conditions occurs:

- The probability of an operation in LA has reached a certain threshold.
- The probability of actions selected by LA is higher than maximum value or lower than minimum one.

In order to determine the probability values for the selective actions to apply if any of the states for punishment or rewarded to do, if action $\alpha_i$ is selected in step n and this action receives a favorable response from the environment, it is rewarded and the probability of $p_i(n)$ increases and other probabilities decrease. For the unfavorable response and punishment state, the choice of action $\alpha_i$ decreases the probability of $p_i(n)$ and the other probabilities increase. However, changes are made so that the sum of $p_i(n)$, $i = 1,2,3$ is always constant and equal to one. The increase or decrease the probability of different conditions in LA with fixed structure as equation (5).
The selfish node detection accuracy indicated the number of identified selfish nodes as cooperation and the number of detected cooperation nodes, and FN indicated the number of selfish nodes, but as mistake recognized as cooperation nodes, the detection accuracy of the selfish node is according to equation (7) in Table (2).

2) False positive rate (FPR)
The false positive rate is another metric to evaluate selfish nodes detection proposed method in IoT. The false positive rate indicated the ratio of the cooperation nodes number detected as a selfish node by error to the total number of cooperation nodes identified by mistake and the number of detected selfish nodes in IoT. FP denotes the cooperation nodes number recognized as a selfish node by error, and TN indicated the number of identified selfish nodes. Therefore, the false positive rate (FPR) is defined in equation (8) in Table (2).

3) False negative rate (FNR)
The metric is related to the accuracy to evaluate the efficiency of selfish node detection methods. The false negative rate defined in equation (9) in Table (2), which is the ratio of the number of the selfish nodes detected as cooperation by mistake to the total number of detected selfish nodes as cooperation and the number of identified cooperation nodes in IoT.

4) Throughput
Throughput is one of the evaluation metrics in bits per second in most fields of IoT. The average rate of successful packets delivered to the destination to the number of all packets produced in the network. Throughput is according to equation (10) in Table (2), which is PD indicates the number of successful packets delivered to the destination, and PP indicates the number of all packets produced in IoT.

5) End-to-End delay
The average end-to-end delay is the arrival time of a packet from the source node to the destination.

6) Energy consumption
IoT system nodes assume sensor nodes in this article. So, each node uses the energy model as equation (11) in Table (2) denotes the number of packets in bits and Eelec indicates the consume energy to activate the circuits. Eamp and Efs mean energy required to amplify the signals to transmit a bit in open space and multipath,
respectively. $d_0$ denotes the threshold destination, and $d$ is the destination between source and destination nodes.

<table>
<thead>
<tr>
<th>Evaluation metrics</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Accuracy</td>
<td>$DA = \frac{TP}{TP+FN}$ (7)</td>
</tr>
<tr>
<td>False Positive Rate</td>
<td>$FPR = \frac{FP}{PP}$ (8)</td>
</tr>
<tr>
<td>False Negative Rate</td>
<td>$FNR = \frac{FN}{TN+FP}$ (9)</td>
</tr>
<tr>
<td>Throughput</td>
<td>$Th = \frac{PD}{PP}$ (10)</td>
</tr>
</tbody>
</table>

### B. Simulation result

The proposed approach has made decisions about both the cooperation and selfish nodes by using GA and LA. It simulated in core i7 processors, 370 M processors, 2.40 GHz of speed with a memory of 8 GB, Window 8.1 basic (64-bit), and MATLAB 2018 software. The simulation results of the proposed method compared with the Game theory-based [21], PPS [25], and Trust management [26] protocols in evaluation metrics like throughput, average end-to-end delay, detection accuracy, false positive/negative rate, and energy consumption. The simulation performed 100 runs, and the simulation results have shown and indicated in different charts.

A network performed in an intelligent agriculture application environment with an area of 1000*1000 m², and some base stations placed to collect data—the nodes randomly distributed in IoT for four different types of sensor nodes. The nodes have different numbers and parameters with four different types of nodes which can use in agricultural fields as controlling water, controlling soil, controlling the weather, and controlling temperature. The considered internet network includes fixed things with limited energy source similar to wireless sensor networks. All of the nodes have wireless communications. The proposed mechanism clustered the nodes, and the cluster heads have contact with cluster members in clusters and try to transfer the data packets to the base stations are closer to the cluster heads, as mentioned in section 3.1.

However, the initial energy of the nodes in the clusters are 0.5, 1.5, 1, and 1.1 Jules, and 200, 100, 200 and 200 number of nodes in clusters with a radio range of 80, 70, 75, 70 m respectively. But the energy model and the type of nodes are the same and following equation (11) in Table (2).

The detection accuracy (DA) is one of the critical metrics to detect the selfish node in IoT. 10% of the total nodes are assumed the selfish nodes in the simulation environment; further, the rate of selfish nodes gradually increased by 15%, 20% to 40%. In real situations, whenever, the nodes’ energy level is decreased than the initial level, the nodes want to be work as a selfish node. They don’t want to forward the other nodes’ data packets to save their energy resources. According to Fig. 6, detection accuracy of the selfish node has shown increasing in comparison with other methods. When the number of selfish nodes increases in the network, it doesn’t lead to a more significant changing in diagram slope of the proposed method. The probability of each node selection will be updated during the third phase and while forwarding the data packets through the neighbor nodes. Therefore, when 10% of the nodes in the network are selfish nodes, the proposed method detection rate is higher than other methods, and the probability of the neighbor nodes are well known, and 94% of the selfish nodes have detected. Changing in diagram slope is invisible even with the increased percentage of the selfish nodes in the network, the probability of the neighbor nodes will be updated in the third phase by using LA, and detection has done accurately. Up to 98% of the selfish nodes will be detected. However, an increased number of selfish nodes in the network needs to select more routes to the destination, but due to the more energy consumption, it is not a rational way. GA decides the best routes to forward the data packets, an acceptable percentage of selfish node detection will be achieved even by a high rate of the selfish nodes. Comparing the proposed approach has shown even in the numerical values, the algorithm detection will be more accurate than other algorithms even by the high percentage of the selfish nodes and has a slighter slope as a comparison other similar mechanisms.

![Comparison of detection accuracy (DA) in IoT](image)

The fact that the proposed scheme has a slighter slope compared to the methods Game theory-based [21], PPS [25], and Trust management [26] protocols have shown in Table 3. The proposed method uses GA, and LA processes in each cluster to detect the selfish nodes. In contrast, other processes in higher percentages of the selfish nodes are usually unable to identify them in high detection accuracy.

The other metrics to evaluate the proposed scheme is FPR, which has inverse relation means that how it is low, the accuracy is high. If the number of normal nodes has detected, the network throughput will be high. The reason for that is the nodes in the network aren’t cooperate in forwarding the data packets with the nodes detected as selfish nodes. The throughput will be low if the cooperation nodes are identified as selfish nodes by error. As mentioned before, using more routes and repeated to forward the data packets in the network can...
help the nodes LA to learn better and refuse to have an error in detecting the selfish neighbor nodes. The different situation is implemented and simulated to evaluate the network throughput. The numerical comparison has shown that the false positive rate of the proposed scheme is lower than the other algorithms spatially in the high percentage of the selfish node in the network. As shown in Fig. 7, the FPR has less numerical value than different algorithms when more than 25% of the network nodes are selfish nodes and fewer mistakes detected than others. It has a smaller slope as a comparison of other similar mechanisms Game theory-based [21], PPS [25], and Trust management [26] protocols. The fact that the proposed method has a lower false positive rate compared to other methods have shown in Table 3.

Figure 7. Comparison of the different algorithm in false positive rate (FPR) metrics

Fig. 8 has shown three metrics to evaluate the proposed scheme for the detection accuracy (DA), the false positive rate (FPR), and the false negative rate (FNR) in the percentage of selfish nodes from 10% to 40%. FNR metrics have a smaller slope in the proposed method chart, which increases with the increase in the number of selfish nodes in the network. But it has a disproportionate effect on network performance and, considering the diagrams in Fig. 11, this weak point of the proposed approach was negligible, and further work on this issue will examine further.

Figure 8. DA, FPR, FNR metrics in the proposed method

Throughput is one of the critical metrics to evaluate the performance of the network. The high rate of the selfish node leads to decreasing throughput. The selfish nodes by refusing to forward the data packets make to resend them and increase the traffic in the network. Resending the packets leads to decreasing the throughput and is a weak point in the system. The proposed mechanism can detect selfish node so, it led to high throughput and proper usage of resources, including bandwidth or limited energy batteries in the nodes. The throughput chart observed the proposed method had high numerical value by early and accurate selfish node detection in figure 9. Not only has the scheme had high throughput but also low traffic bandwidth and average end-to-end delay by preventing the repeated data packets to the same destination. Table 3 shows the network throughput in the proposed method and similar algorithms PPS [14], Game theory-based [29], and Trust management [32] protocols.

Another point is that throughput has a direct relationship to the detection accuracy. If the accurate of the scheme is high and the selfish node detected correctly, the successful data packets will deliver a high rate, and throughput of the algorithm will be in high standard.

Figure 9. Comparison of the throughput metrics in a different algorithm

The average end-to-end delay decreases for the packets in the system by detecting the selfish nodes. If the selfish node rate is increasing in the network, the average end-to-end delay will increase, and it will take a lot of time to deliver the packets to the destination. As mentioned before, the selfish nodes dropped the packets and the source node resend it and the process will increase energy consumption and the average end-to-end delay. The proposed mechanism detects the selfish node, and it causes to reduce the side effect of the selfish node like increasing the average end-to-end delay in the system. Some of the selfish nodes maintain the packets in their buffer and send it with delay. It will increase the average end-to-end delay or even drop the packet by expiring the lifetime by the intermediate nodes. Fig.10 has shown an average end-to-end delay in the proposed method and the numerical value determined in Table (3) by different comparison methods. The proposed scheme has high accuracy in detecting the selfish node so, it will prevent to resend of the data packets, and it will reduce the average end-to-end delay. The emergency or real-time applications need a low end-to-end delay, and the scheme is suitable for them. The delay metric has inverse relation in the
network, and the more accurate in the proposed method can be one of the essential advantages and reduce delays in the system.

Energy consumption is an essential metrics effected on network efficiency. IoT nodes (sensor) have battery resources, then they have limited energy power, and lower energy consumption led to more lifetime in nodes. The simulation results indicate energy consumption varies 3.1409 ~ 3.1915 in micro-Joule. Resending the data packets increase the system traffic and energy consumption to forward the repeated packets are not useful. Selfish node detection can prevent to improve energy consumption. Figure 14 depicts average energy consumption in the simulation area by applying different packet traffic in 2, 4, 6, 8, 10 CBR during 100 rounds. During the field is collected the packets and proposed scheme tries to detect the selfish nodes. The energy charts illustrated less energy consumption to the proposed method of detecting the selfish nodes and reduces energy consumption.

Energy consumption is an essential metrics effected on network efficiency. IoT nodes (sensor) have battery resources, then they have limited energy power, and lower energy consumption led to more lifetime in nodes. The simulation results indicate energy consumption varies 3.1409 ~ 3.1915 in micro-Joule. Resending the data packets increase the system traffic and energy consumption to forward the repeated packets are not useful. Selfish node detection can prevent to improve energy consumption. Figure 14 depicts average energy consumption in the simulation area by applying different packet traffic in 2, 4, 6, 8, 10 CBR during 100 rounds. During the field is collected the packets and proposed scheme tries to detect the selfish nodes. The energy charts illustrated less energy consumption to the proposed method of detecting the selfish nodes and reduces energy consumption.

Table III. DESCRIPTIVE STATISTIC

<table>
<thead>
<tr>
<th>N</th>
<th>Mean (X)</th>
<th>Standard deviation</th>
<th>SE mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>700</td>
<td>28.5</td>
<td>0.73</td>
<td>0.082</td>
</tr>
<tr>
<td>700</td>
<td>31.6</td>
<td>0.73</td>
<td>0.082</td>
</tr>
</tbody>
</table>
TABLE IV. DIFFERENT METRICS OF PROPOSED METHODS IN COMPARE WITH OTHER METHODS

<table>
<thead>
<tr>
<th>Present of selfish node</th>
<th>Metrics</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed-method</td>
<td>Detection Accurate (DA)</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Game theory-based [21]</td>
<td></td>
<td>0.93</td>
<td>0.99</td>
<td>1</td>
<td>0.99</td>
<td>0.98</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>PPS [25]</td>
<td></td>
<td>0.75</td>
<td>0.72</td>
<td>0.78</td>
<td>0.79</td>
<td>0.77</td>
<td>0.76</td>
<td>0.74</td>
</tr>
<tr>
<td>Trust management [26]</td>
<td>False Positive Rate (FPR)</td>
<td>1</td>
<td>0.95</td>
<td>0.88</td>
<td>0.85</td>
<td>0.8</td>
<td>0.74</td>
<td>0.62</td>
</tr>
<tr>
<td>Proposed-method</td>
<td></td>
<td>0.001</td>
<td>0.002</td>
<td>0.003</td>
<td>0.003</td>
<td>0.009</td>
<td>0.031</td>
<td>0.039</td>
</tr>
<tr>
<td>Game theory-based [21]</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.002</td>
<td>0.0127</td>
<td>0.0347</td>
<td>0.0549</td>
</tr>
<tr>
<td>PPS [25]</td>
<td></td>
<td>0.25</td>
<td>0.22</td>
<td>0.28</td>
<td>0.29</td>
<td>0.27</td>
<td>0.27</td>
<td>0.31</td>
</tr>
<tr>
<td>Trust management [26]</td>
<td>Throughput</td>
<td>85</td>
<td>81</td>
<td>84</td>
<td>82</td>
<td>85</td>
<td>88</td>
<td>91</td>
</tr>
<tr>
<td>Proposed-method</td>
<td></td>
<td>75.85</td>
<td>73.05</td>
<td>74.14</td>
<td>78.92</td>
<td>86.71</td>
<td>91.07</td>
<td>95</td>
</tr>
<tr>
<td>Game theory-based [21]</td>
<td></td>
<td>48</td>
<td>41</td>
<td>43</td>
<td>38</td>
<td>35</td>
<td>32</td>
<td>19</td>
</tr>
<tr>
<td>PPS [25]</td>
<td></td>
<td>85</td>
<td>78</td>
<td>81</td>
<td>84</td>
<td>82</td>
<td>71</td>
<td>73</td>
</tr>
<tr>
<td>Trust management [26]</td>
<td>End-to-End Delay (ms)</td>
<td>17</td>
<td>15.02</td>
<td>11.08</td>
<td>8.8</td>
<td>6.2</td>
<td>3.01</td>
<td>0.9</td>
</tr>
<tr>
<td>Proposed-method</td>
<td></td>
<td>16.35</td>
<td>17.01</td>
<td>17</td>
<td>12</td>
<td>7.93</td>
<td>4.1</td>
<td>1.47</td>
</tr>
<tr>
<td>Game theory-based [21]</td>
<td></td>
<td>48</td>
<td>41</td>
<td>43</td>
<td>38</td>
<td>35</td>
<td>32</td>
<td>19</td>
</tr>
<tr>
<td>PPS [25]</td>
<td></td>
<td>85</td>
<td>78</td>
<td>81</td>
<td>84</td>
<td>82</td>
<td>71</td>
<td>73</td>
</tr>
<tr>
<td>Trust management [26]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. CONCLUSION

The paper presented a new multi-phase scheme based on Genetic Algorithm (GA) and Learning Automata (LA) to detect the selfish node in IoT. The proposed mechanism is a multi-step method that is performed nodes gene in a clustered to send data to source and this gene is evaluate by fitness function if it has the highest value the gene is selected as rout to forward the data. The acknowledgment packet from destination learn the LA about the nodes status are cooperate or selfish. The performance of the method has been tested on the network and compared with Game theory-based [21], PPS [25], Trust management [26]. The previous research have low accuracy, FPR and throughput but using of genetic algorithm can have high accuracy that the same condition. The proposed method disadvantage is that for the application with high emergency and real time isn’t useful because of having a high executing time but the proposed method is used in agriculture application and the high executing time isn’t critical problem. The average percentage of the proposed method that performed better than other methods is calculated by subtracting the average percentage of the methods that performed better than the proposed method in all the percentages of 10 to 40 percent of the selfish node in the network. The results have shown that the proposed method can detect nodes in high accuracy and decreasing end-to-end delay and consumption of node resources (energy, battery, memory, etc.). The average throughput is as an important criteria to evaluate successful data packets are delivered to the destination up to 15% and the average end-to-end delay is reduced by 12%. Also, the percentage of selfish nodes detection accuracy increased by 10% compared to other methods, and the false positive rate and false negative rate is decreased by 5%. Finally, the proposed mechanism gives the second opportunity to the selfish nodes cooperating with other nodes. All nodes are equipped by LA and can give second chance to the selfish nodes to prevent the crash of network.

ABBREVIATIONS

DA: Detection Accuracy; FPR: False Positive Rate; FNR: False Negative Rate; TP: the number of selfish nodes detected; FN: the number of nodes which are selfish nodes but detected as normal nodes; FP: the normal selfish node detected as normal node; TN: the total number of normal nodes detected by mistake; FN: the number of the selfish nodes detected the normal node by error; TP: the total number of selfish nodes detected by normal node; and also the Table 2 has shown more abbreviations and notation are used in this manuscript.
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