Transmitted Data Security in Non-Orthogonal Multiple Access Networks with Directional Modulation Based on User Location
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Abstract—In Non-orthogonal multiple access, a user with a weaker channel gain is assigned more power than a user with a stronger channel. This type of power allocation allows the strong user (SU) to apply the successive interference cancellation (SIC) method that first detects the symbols of the weak user (WU) before detecting its data. The SIC method makes the WU data vulnerable to eavesdropping at the SU and so increases the detection complexity. This paper studies the physical layer security of the data against eavesdropping. The proposed scheme uses directional modulation that distorts the symbols transmitted in an undesired direction therefore the external eavesdroppers receive different symbols. It becomes complicated for an external eavesdropper to track and detect the signal of legitimate users. This scheme eliminates the WU data on the location of the SU so the strong user does not need the SIC. We analyze the impacts of various factors on security, such as the number of antennas and the secrecy rate.
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I. INTRODUCTION

NOMA has attracted the attention of many researchers to the 5G and future wireless communications in recent years. This technology provides fairness in resource allocation and spectral efficiency and increases the number of customers. NOMA exploits the power domain based on the channels' gain to generate superimposed signals at the transmitter and use successive interference cancellation (SIC) at the receiver side. A user with a weaker channel quality is allocated more power than a user with a stronger one. This type of power allocation allows the strong user (SU) to perform SIC, which first detects the symbols of the weak user (WU). Using the SIC by SU makes the WU data vulnerable to eavesdropping at the SU and increases the complexity detection at SU [1-3]. Directional modulation (DM), employed in physical layer security for wireless communication, preserves the constellation of the confidential message along a predefined direction while disturbing the constellation...
of the confidential message in other directions [4]. The difference between the DM and conventional beamforming is in the way of producing the array weights. In conventional beamforming, array weights only depend on the transmission direction of the desired receiver, but in DM, the array weights depend on the direction and the data symbol rate. Therefore, the low probability of interception (LPI) and low probability of detection (LPD) can be obtained.

In [5] and [6], the DM was constructed using a phased antenna array. This type (DM-PA) exploits individual array element excitation reconfigurability. In [7-8], a robust DM algorithm by calculation errors is presented. This method uses DM technology on the baseband by using beamforming and artificial noise (AN). The DM constructed by PA only is angle-dependent. When the eavesdropper (Eve) is located along the legitimate user (LU) direction, it can receive and demodulate the signal transmitted for LU. A linear frequency diverse array (LFDA) in [9-10] proposed a new method for DM to solve the PA problem and obligate a secure transmission where the LU and Eve have the same direction but a different distance from the transmitter. In other words, the DM-LFDA produces a radiation pattern controlled by direction and range. However, in [10], the direction and range achieved by LFDA are coupled. This couple means the eavesdropper may have multiple direction-range pairs to receive the same signals as LU. To address the problem of LFDA, the authors in [11-15] propose a random frequency diversity array (RFDA) model. In this method, the frequency increments are determined randomly for all antenna-array elements. Using DM-RFDA, confidential messages can be securely and precisely transmitted to a given location. RFDA can decouple the correlation between the direction and range. This means that RFDA can solve the problem of LFDA. In [1], a DM technology is presented to protect the WU data from a SU in the NOMA network. This scheme conceals the WU data from SU by distorting them at the SU.

In this paper, signals transmitted for SU and WU do not have a crossover by obtaining the receiver's position and applying the DM technology. For this reason, SU does not need the SIC to detect WU data and eliminate them. With no need for the SIC, the detection complexity for SU is reduced.

The remainder of this paper is outlined as follows. In Section II, we review the basics of RFDA-DM. Next, we introduce the system model in section III. In Section IV, we analyze the security of the system model, test results, and discussion. Finally, concluding remarks and future work are given in Section V.

Notations: \( I_N \) and \( [1]^T \) denote the \( N \times N \) identity matrix. Signs \( [\cdot]^T \), \([\cdot]^H \), \([\cdot]^\dagger \) denote complex conjugate transpose (Hermitian), Moore-Penrose pseudo-inverse and inverse, respectively. Operation \( \| \) denotes the norm of a complex number. Throughout the paper, matrices, vectors, and scalars are denoted by letters of bold upper case, bold lower case, and lower case, respectively.

II. BASICS OF RFDA-DM

The frequency increment method between the antenna elements in RFDA is different from the LFDA. Like Fig. 1, the frequency increment method between the direction and the data symbol rate is equal to:

\[
f_n = f_c + k_n \Delta f, \quad n = 0, 1, \ldots, (N - 1)/2
\]

The frequency assigned to antenna number \((N - 1)/2\) up to \((N + 1)/2\) is equal to the frequency allocated to antenna number one up to number \((N - 3)/2\), respectively that given by

\[
f_m = f_n, m = (N - 1), \ldots, (N + 1)/2, n = 0, \ldots, (N - 3)/2
\]

We consider a uniform linear array (ULA) and the phase reference set at the array geometric center, \( f_c \) is the central carrier frequency and \( \Delta f \) is the frequency increment. All the \( k_n \) are independent and identically distributed (i.i.d.) random variables. \( k_n \) determines a random mapping rule to determine the carrier frequencies for the different elements, and \( R_n \) is the distance of the receiver to the n-th element. The distance between the receiver and antenna array is far, thus \( R_n \) can be approximated as

\[
R_n = R - b_n d \cos(\theta), \quad n = 0, 1, \ldots, N - 1
\]

In equation (3), \( \theta \) and \( R \) are the angle and distance between LU to the centre of the transmitter array, respectively, and \( d \) is the element spacing in the ULA. \( b_n \) is given by

\[
b_n = n - \frac{N - 1}{2}
\]

For simplicity, the normalized line-of-sight (LOS) channel in free space is considered throughout this paper. Thus, for an arbitrary user located at \((R, \theta)\), the normalized steering vector based on the RFDA is equal to

\[
h(R, \theta) = \frac{1}{\sqrt{N}} \left[ e^{j\varphi_{01}(R, \theta)}, \ldots, e^{j\varphi_{N-1}(R, \theta)} \right]^T
\]

The signal phase of the reference element at the location of the receiver is equal to:

\[
\phi_o(R, \theta) = 2f_c \frac{\pi R}{c}
\]

The signal phase of the n-th element at the location of the receiver is equal to:
\[\phi_n(R, \theta) = 2f_n \frac{\pi R}{c} = 2f_n \frac{1 + k_n \Delta f}{c} \frac{\pi R}{c} \]
\[= 2f_n \frac{\pi R}{c} - b_n \frac{\pi d \cos(\theta)}{c} + k_n \Delta f \frac{\pi d \cos(\theta)}{c} \]  \hspace{1cm} (\text{7})

The third expression in (7) shows that the radiation pattern depends on the distance and the frequency increment, which is important for this reason. We know that \(N \Delta f \leq f_n\) and we suppose that element spacing \(d\) is equal to \(\lambda/2\). The fourth expression in (7) is too small and ignorable. Thus, the phase shift for each antenna element can be approximated by [11]

\[\psi_n(R, \theta) = \phi_n(R, \theta) - \phi_n(R, 0)\]
\[= 2\left(-b_n \frac{\pi \cos \theta}{2} + k_n \Delta f \frac{\pi R}{c}\right)\]  \hspace{1cm} (\text{8})

Putting equation (8) in (5), the radiation pattern will be a function of \(R\) and \(\theta\).

III. SYSTEM MODEL

This paper investigates the PLS security in the single-cell downlink with Power Domain NOMA-based (PD-NOMA). The transmitter has two LUs and uses the same frequency for them. The transmitter knows the locations of LUs and can simultaneously send two beams for them. The LUs and Eve have single antennas. The synthesis of the system is described in Fig. 2. \((R_1, \theta_1)\) and \((R_2, \theta_2)\) \{where \(\theta_1, \theta_2 \in [0^\circ, 180^\circ]; R_1, R_2 \in [0.5\text{km}, 5.5\text{km}]\}\) belonged to SU and WU locations, respectively.

![Figure 2. Proposed downlink NOMA](image)

We want to prevent eavesdropping and interception of WU data by Eve and SU and also reduce the detection complexity at SU. The channel vectors for SU and WU are given by \(\mathbf{h}_1\) and \(\mathbf{h}_2\), respectively, where \(\|\mathbf{h}_1\| \geq \|\mathbf{h}_2\|\).

\[\mathbf{h}_1 = \frac{1}{\sqrt{N}} \left[e^{j\phi_{R_1}(R_1, \theta_1)}, e^{j\phi_{R_1}(R_1, \theta_1)}, \ldots, e^{j\phi_{R_1}(R_1, \theta_1)}\right]^T\]  \hspace{1cm} (\text{9})

\[\mathbf{h}_2 = \frac{1}{\sqrt{N}} \left[e^{j\phi_{R_2}(R_2, \theta_2)}, e^{j\phi_{R_2}(R_2, \theta_2)}, \ldots, e^{j\phi_{R_2}(R_2, \theta_2)}\right]^T\]  \hspace{1cm} (\text{10})

To simplify the expression, the steering vectors of LUs can compose a steering matrix as follows

\[\mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2]\]  \hspace{1cm} (\text{11})

\(\mathbf{P}\) is the total power of the transmitter. \(s_i\) and \(w_i\) are independent information data streams that are transmitted for SU and WU respectively. Each of them has QPSK modulation [16] and we assume that \(\|s_i\| = \|w_i\| = 1\). \(\beta_1\) and \(\mathbf{g}_3\) are the power allocation factor (PAF) and the beamforming vector for random artificial noise (RAN), respectively. RAN is sent in all directions but it is perpendicular to the channel vector of the LUs.

The PAF for SU and WU are given by \(\beta_1\) and \(\beta_2\), respectively where \(\beta_1 \geq \beta_2\). We assigned the most power to the weaker user. The minimum power for RAN is equal to the power assigned to SU; so the power of RAN is greater than the power of information signals in any places, making it difficult for Eve, to detect the information signals. In other words, \(\beta_2 \leq \beta_3\)

And the PAF for users are equal to:

\[\beta_1 = \frac{2P\|h_1\|^2}{2\|h_1\|^2 + 2\|h_2\|^2}\]  \hspace{1cm} (\text{12})

\[\beta_2 = \frac{P\|h_1\|^2 + \|h_2\|^2}{2\|h_1\|^2 + 2\|h_2\|^2}\]  \hspace{1cm} (\text{13})

The PAF for RAN is equal to:

\[\beta_3 = \frac{P\|h_1\|^2 + \|h_2\|^2}{2\|h_1\|^2 + 2\|h_2\|^2}\]  \hspace{1cm} (\text{14})

The PAF satisfies the below condition

\[\beta_1 + \beta_2 + \beta_3 = P\]  \hspace{1cm} (\text{15})

\(\mathbf{g}_1\) and \(\mathbf{g}_2\) are the array excitation or beamforming vectors for SU and WU respectively [16-17]

\[\mathbf{g}_1 = \left[I_N - \begin{bmatrix} h_2^H \\ h_2^H \end{bmatrix} h_1^H \right] h_1\]  \hspace{1cm} (\text{16})

\[\mathbf{g}_2 = \left[I_N - \begin{bmatrix} h_2^H \\ h_2^H \end{bmatrix} h_1^H \right] h_2\]  \hspace{1cm} (\text{17})

The property of equations (16) and (17) is that \(h_1^H \cdot g_2 = 0\) and \(h_1^H \cdot g_1 = 0\). The data streams and RAN have the same symbol rate. As shown in Fig. 3, the transmitted superposition coding (SC) signal for the SU and WU is equal to

\[\mathbf{g}_3 = \left[I_N - \mathbf{H}(\mathbf{H}^H \mathbf{H})^{-1} \mathbf{H}^H \right] \mathbf{z}\]  \hspace{1cm} (\text{19})
Figure 3. Array Excitations

According to equation (19), we know that $g_3$ is perpendicular to $H^H$. Thus, RAN does not affect the SU and WU. So the received signal at the SU is equal to:

$$y_1 = h_i^H g_i + n_1 = \sqrt{\beta_i} h_i^H g_i s_i + n_1$$

(20)

The inter-cluster interference (ICI) and RAN are eliminated due to the type of design (i.e., $h_i^H \cdot g_3 = 0$, $h_i^H \cdot g_3 = 0$). According to equation (20), the SU does not need the SIC for detection. In the same way, the received signal at the WU is equal to:

$$y_2 = h_2^H g_2 + n_2 = \sqrt{\beta_2} h_2^H g_2 w_i + n_2$$

(21)

The received signal at Eve is equal to:

$$y_e = h_i^H g_i + n_e = h_i^H (\beta_1 s_i + h_i^H g_2 w_i + \sqrt{\beta_3} h_i^H g_3 z_i) + n_e$$

(22)

$n_1$, $n_2$ and $n_e$ are the AWGN with the zero mean and variances $\sigma_1^2$, $\sigma_2^2$ and $\sigma_e^2$, respectively.

IV. PERFORMANCE ANALYSIS

In this section, we will simulate the constellation diagram, signal amplitude, signal phase, security rate (SR), BER, and SINR performance of our proposed method. Detailed parameters in the simulations are listed in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation mode</td>
<td>QPSK</td>
</tr>
<tr>
<td>Number of ULA antennas, $N$</td>
<td>15</td>
</tr>
<tr>
<td>Central frequency, $f_c$</td>
<td>1 GHz</td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>1MHz</td>
</tr>
<tr>
<td>Total transmit power, $P$</td>
<td>1</td>
</tr>
<tr>
<td>Number of LUs</td>
<td>2</td>
</tr>
<tr>
<td>Number of unknown eavesdroppers</td>
<td>1</td>
</tr>
<tr>
<td>Location of SU, $(R_i, \theta_i)$</td>
<td>(2500, 45°)</td>
</tr>
<tr>
<td>Location of WU, $(R_i, \theta_i)$</td>
<td>(4500, 45°)</td>
</tr>
<tr>
<td>Location of an unknown eavesdropper</td>
<td>All places</td>
</tr>
<tr>
<td>Power of AWGN, $\sigma_1^2$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

A. Time and Space Complexity

Regardless of the number of random frequencies $f_p$ for all methods, the computational complexity of the Max SLNR-based approach [8], the orthogonal vector approach (OV) [16], and the proposed method are analyzed. In the OV approach, the power pattern along the desired directions (for 2 LUs) must be obtained first and the orthogonal basis in the null space of $H$ must be generated. The principal operation of the proposed approach is the calculation of $g_1$ (or $g_2$) and $g_3$. The computational complexity of the Max-SLNR-based approach, the OV approach, and the proposed approach are shown in Table II, where $\text{Null}(0)$ represents the operation of obtaining the orthogonal basis in the null space of a matrix and $\text{Eig}(0)$ represents the operation of obtaining the eigenvector corresponding to the largest eigenvalue of a square matrix. As shown in table II, the proposed approach has the lowest computational complexity.

The sizes of the orthogonal matrix and the AN $z$ can impact the memory consumption significantly. As shown in Table II, the size of the orthogonal matrix for the proposed method is $N \times N$, and the size of the inserted AN $z$ for all methods is $N \times 1$.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Major Operation</th>
<th>Complexity of calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max SLNR-based [8]</td>
<td>$X_1 = \int f h_i^H d\theta + \frac{1}{\Omega} \beta_i^2 P \Omega_N$</td>
<td>$O(N^2)$</td>
</tr>
<tr>
<td>OV [16]</td>
<td>$x_1 = \text{Nidl}(H^H)$, $y_2 = s_i \text{A}_1 + w_i \text{A}_2$</td>
<td>$O(N^2)$</td>
</tr>
<tr>
<td>Proposed</td>
<td>$x^{(m)} = x_1 + x_2$, $\mu = h_i^H h_i$, $\mu = h_i^H h_i$, $\mu = h_i^H h_i$</td>
<td>$O(2N^2)$</td>
</tr>
<tr>
<td></td>
<td>$x_1 = \sqrt{\mu h_i^H} d_i^{(m)} (d_i^{(m)}) 1 -</td>
<td>d_i^{(m)}</td>
</tr>
<tr>
<td></td>
<td>$x_2 = \sqrt{\mu h_i^H} d_i^{(m)} (d_i^{(m)}) 1 -</td>
<td>d_i^{(m)}</td>
</tr>
<tr>
<td></td>
<td>$\theta = \frac{1}{L} \sum_{\alpha} d_i^{(m)} - a_i^{(m)}$, $\theta^{(i)}$</td>
<td>$O(2N^2)$</td>
</tr>
<tr>
<td></td>
<td>$\theta = \frac{1}{L} \sum_{\alpha} d_i^{(m)} - a_i^{(m)}$, $\theta^{(i)}$</td>
<td>$O(2N^2)$</td>
</tr>
<tr>
<td></td>
<td>$\alpha = h_i^H h_i$</td>
<td>$O(2N^2)$</td>
</tr>
<tr>
<td></td>
<td>$\alpha = h_i^H h_i$</td>
<td>$O(2N^2)$</td>
</tr>
</tbody>
</table>

TABLE II. COMPUTATIONAL COMPLEXITY OF DM
B. Reception BER

Analytical closed-form BER expressions were derived for the SU and WU in appendix A. By using the closed-forms (equations (23) and (24)) we compare the analytical and simulation BER in the proposed DM system.

\[ P_{s, SU}^i = Q\left(\frac{2}{\sigma_1^2}d_1\right) + 0.5Q\left(\frac{2}{\sigma_2^2}d_2\right) \]  
\[ P_{s, WU} = 1 - \left(1 - P_{s, SU}^i\right)^2 = 1 - \left(1 - P_{s, SU}^o\right)^2 \]  

Fig. 4. shows the performance of BER versus SNR for SUs and WUs. As shown in this Figure, it is noted that the BER performance of the proposed method is much better than the method in [1] as the SNR increases.

Fig. 5 shows the performance of BER versus the number of antenna for SUs and WUs. As shown in this Figure, it is noted that the BER performance is much better as the number of antenna elements increases, and the proposed method is much better than the method in [1].

Since BER is a receiver functionality dependent we assumed a standard receiver that decodes received noisy symbols based on which quadrant the constellation points locate into. The BER performance of the proposed DM system with the standard QPSK receiver is depicted in Fig. 6. It can be seen that BER is very low at the location of LU and WU, and very high in another location.

C. Constellation

For transmission 16 symbols, the constellation signal at SU and Eve locations are shown in Fig. 7. It is noted that “11” in the text is the binary equivalent of decimal 3. This simulation shows that the SU receives all symbols correctly (shown in dark circle marker) but Eve (We assume that it is in the location (3500,45°)) receives only one symbol correctly (shown in red pentagram marker).
Figure 7. Constellation of 16 symbols 11 in SU and Eve

Fig. 8 shows that the amplitudes and the phases of the transmitted signals versus distance. For 2000 QPSK symbols transmitted, the simulation shows that the amplitudes of all transmitted signals (shown in different colors) pass through one point at the location of LUs. In other words, all signals have the same amplitude at the location of LUs but different amplitudes at other locations. Also, in the location of LUs, all signals have standard QPSK phases, but in another places, they have different and non-standard QPSK phases.

D. Secrecy rate for unknown eavesdroppers’ location

The secrecy rate (SR) of information for SU (s_i signal) is given by [18]

\[ R_e = [R(R_e, \theta) - R(R, \theta)] \]  \hspace{1cm} (25)

\[ R(R_e, \theta) = \log_2 \left( 1 + \left| \frac{\sqrt{\beta} h_e^H g_e w_e}{\sigma_1^2} \right|^2 \right) \]  \hspace{1cm} (26)

\[ R(R, \theta) = \log_2 \left( 1 + \left| \frac{\sqrt{\beta} h^H g w}{\sigma_1^2} + \left| \frac{\sqrt{\beta} h^H g z}{\sigma_1^2} \right|^2 \right| \]  \hspace{1cm} (27)

So the SR is equal to

\[ R_e = [R(R_e, \theta) - R(R, \theta)] \]  \hspace{1cm} (28)

The SR w_j is calculated similarly. According to Equations (26) and (27), if \( h^H (R, \theta) = h^H (R, \theta) \) then \( \left| \sqrt{\beta} h^H g w \right|^2 \) and \( \left| \sqrt{\beta} h^H g z \right|^2 \) equal to zero and \( R_e \) will be the lowest value. Based on equation (29), no more than one point scarifies this condition.

\[ \psi(R, \theta) = 2 \left( -k_n \frac{\pi \cos \theta_1}{2} + k_n \Delta \theta \frac{\pi R_0}{c} \right) \]  \hspace{1cm} (29)

As shown in Fig. 9 and Fig. 10 the direction and distance achieved by the RFDA are uncoupled. Uncouple distance and direction mean that there are no points where Eve can receive the confidential signal as LUs.

Figure 9. Secrecy rate for WU: (a) Three-Dimensional, (b) Two-Dimensional.

Figure 10. Secrecy rate for SU: (a) Three-Dimensional, (b) Two-Dimensional.

With an increase the number of array elements, the SR for LUs will be increased but as shown in Fig. 11,
the SR in the proposed method is better than to reference [1].

![Figure 11](image1.png)

**Figure 11.** The performance of SR versus the number of antenna: (a) For SUs, (b) For WUs

E. **SINR value in different locations**

The SINR value for different locations is equal to:

$$\text{SINR} = \frac{\left| \sqrt{\beta_1} h_1^H g_1 \right|^2}{\left| \sqrt{\beta_2} h_2^H g_2 \right|^2 + \left| \sqrt{\beta_3} h_3^H g_3 \right|^2 + \sigma_n^2}$$  \hspace{1cm} (30)

The simulation of SINR is shown in Fig. 12 and Fig. 13. It is clear that in the places where $h^H (\theta_i, \phi_i)$ is equal to $h^H (\theta_i, \phi_i)$, the SINR has highest value.

![Figure 12](image2.png)

**Figure 12.** SINR for WU: (a) Three-Dimensional, (b) Two-Dimensional

V. **ESTIMATION ANGLE ERROR**

Appendix B presents the estimation of angle error, and a synthesis method based on conditional MMSE was proposed to calculate the estimation error. The excitation signal vector and RAN vector were developed according to the probability distribution of the angle error. The received signal with the error angle along the WU direction is:

$$y_2 (\hat{\theta}_2) = h_2^H (\hat{\theta}_2) \tilde{R}_2 + n_2$$

$$= \sqrt{\beta_1} h_2^H (\hat{\theta}_2) R_{4\theta_i} + \sqrt{\beta_2} h_2^H (\hat{\theta}_2) (R + \frac{1}{\gamma} I_N)^{-1} B w_i$$

$$+ \sqrt{\beta_3} h_2^H (\hat{\theta}_2) (I_N - R) z_i + n_2$$  \hspace{1cm} (31)

Fig. 14 shows the BER performance at a specified $\Delta \theta_m$ $\in \Theta$ and the SNR is set to 7 dB, respectively. In the desired direction, it shows that the BER performance of the method with an imperfect angle is better than the method with a perfect angle. However, Eve can intercept the transmitted useful symbols of imperfect angles easier than the case of perfect angles because of the wide main lobe.

![Figure 13](image3.png)

**Figure 13.** SINR for SU: (a) Three-Dimensional, (b) Two-Dimensional

![Figure 14](image4.png)

**Figure 14.** The performance of BER versus direction angle

The distance error is equal to $\Delta R = R \tan (\Delta \theta_m)$, based on the main lobe antenna radiation pattern. In a practical system, the direction of angle is usually obtained by some classic estimation algorithms such as MUSIC or GPS which measurement error or $\Delta \theta_m$ of them is less than seven degree.
VI. CONCLUSION

This paper presents DM technology based on RFDA to protect the WU data from the SU and vice versa in wireless communications. The DM-RFDA secures the data transmission in angle and range. In reference [1], SU receives WU data but with distorted modulation. In this paper, not only the signals are distorted in undesired locations, but also they are orthogonal to each other. In other words, two steering vectors for construct DM (\(g_x\) and \(g_y\)) are orthogonal to each other along their prescribed locations. This orthogonality means two information data streams can be conveyed along their selected locations without crossover. As a result, the WU data and SU data are protected from each other and Eve. Eve receives the distortion constellation. Simulation affirmation that 1) This method can significantly outperform the SR and sum rate compared to [1, 2] with increasing the number of array elements, the BER for LUs decreases, 3) In Reference [1], SU needs the SIC to remove WU data, but this proposed method does not need SIC because WU data is eliminated on the SU and vice versa (without crossover). With no need for the SIC, the detection complexity is reduced for SU, 4) A RFDA established security for data transmission when the LU and Eve locate in a different location. The reference [1] creates security only in the angle, but in this method, the confidential messages can be securely and precisely transmitted to a given location. This method was proposed to be applied to satellites, unmanned aerial vehicles, millimeter-wave networks, and so on. For fairness between the LUs, the power distribution in this scheme needs to be improved.
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APPENDIX A

DERIVATION OF ANALYTICAL BER FOR NOMA

With a SU (LU1) and a WU (LU2) in the downlink NOMA scenario, the transmitter transmits a SC signal 
\[ x = \sqrt{P_{g_x}} x_1 + \sqrt{P_{g_y}} x_2 \]
where \( x_1 \) and \( x_2 \) are symbol vectors transmitted from the SU and WU, respectively. The received signal at LU is 
\[ y = h x + n_L \]
where \( n_L \) is the noise. By assigning a greater power to the WU, interference from SU’s signal \( x_1 \) is small and WU is able to decode its own signal \( x_2 \) without perform SIC. SU is able to decode \( x_2 \) since 
\[ \| P_2 \| > \| P_1 \| \]
and removes this interference and then decodes its own signal \( x_1 \).

Fig. 15 represents the constellations for SU and WU BPSK+BPSK-modulated signals. The resulting super-constellation is formed by 4 super-symbols. SU’s decision regions are each of the 2 states, whereas for SU there are 4 different decision regions.

To determine a given constellation’s decoding error probability (EP), we consider the layout and number of
The super-constellation for QPSK+QPSK is symmetrical in both dimensions, and equations (32)-(34) apply to the I and Q components, which have the same error probability.

WU’s $P_s$: $P_{s,WU}$ is that of a QPSK-constellation affected by interference from SU’s symbols in both the in-phase and quadrature dimensions. In the worst case, when the transmit NOMA symbol is adjacent to the imaginary axis, the EP is equivalent to that of a QPSK constellation with $d_{min,WU} = 2d_2$. In the best case, when the NOMA constellation points are furthest from the origin, $d_{min,WU} = 2(d_2’ + 2d_1)$. The average of $P_s$ for each situation yields the following expression:

$$P_{s,WU} = \frac{1}{2} \left[ Q \left( \frac{2}{\sigma^2} d_2’ \right) + Q \left( \frac{2}{\sigma^2} (d_2’ + 2d_1) \right) \right]$$ \quad (35)

Due to I/Q symmetry, the joint $P_s$ results:

$$P_{s,WU} = 1 - \left( 1 - P_{s,WU}^I \right)^2 = 1 - \left( 1 - P_{s,WU}^Q \right)^2$$ \quad (36)

SU’s $P_s$ : The super-constellation in this case is made up of 16 non-equidistant symbols. On each dimension, there are 2 types of constellation points: 2 outer points, with the nearest neighbor located at a distance $2d_1$; and 2 inner points, with two adjacent points located at distances $2d_2$ and $2d_2’$, respectively. Thus, the error probability is [19]

$$P_{s,SU} = Q \left( \frac{2}{\sigma^2} d_1 \right) + 0.5Q \left( \frac{2}{\sigma^2} d_2’ \right)$$ \quad (37)

As the EP on each dimension is identical, the joint $P_s$ can be calculated by substituting (35) into

$$P_{s,SU} = 1 - \left( 1 - P_{s,SU}^I \right)^2 = 1 - \left( 1 - P_{s,SU}^Q \right)^2$$ \quad (38)

### APPENDIX B

**DERIVATION OF LOCATION ERROR**

Generally, the transmitter needs to know the value of the location of the desired user in advance. For simplicity, we only calculate the estimation of the angle. In a practical system, the direction of departure (DoD) is usually obtained by using some classic estimation algorithms such as GPS or MUSIC. However, a small error in the DoD estimation will cause an angle mismatch between the steering vector and the excitation vector which degrade the performance of the DM system. To address this problem, we will re-calculate the excitation vector, denoted by $\hat{\mathbf{g}}_1$, $\hat{\mathbf{g}}_2$, and $\hat{\mathbf{g}}_3$, for combating the estimation errors of the direction angles. Due to the estimation error, we have $\hat{\theta}_t = \theta + \Delta \theta$, where $\Delta \theta$ is the angle error and $\hat{\theta}_t$ is the estimated angle. We assume $\Delta \theta$ is uniformly distributed over the interval $[-\Delta \theta_m, \Delta \theta_m]$. Note that $\Delta \theta_m$ represents the maximum angle error and it is a positive value up to the beam width between first nulls which is equal to $\Delta \theta_m = 4/N$ Radians. The distance error is equal to $\Delta \mathbf{r} = R \tan(\Delta \theta)$, which in this article, its calculations are omitted. $p(\Delta \theta)$ denote the probability distribution of $\Delta \theta$. We have [7]

$$p(\Delta \theta) = \begin{cases} \frac{1}{2\Delta \theta_m}, & \Delta \theta_m \leq \Delta \theta \leq \Delta \theta_m \\ 0, & \text{otherwise} \end{cases}$$ \quad (39)

For simplicity, we only calculate the estimation of the WU angle, so $\beta_3$ can be considered as follows which is perpendicular to the $\mathbf{h}_2$. 
\[ g_3 = \left[ I_N - h_2 h_2^H \right] \]  

(40)

The expectation of the \( g_3 \) matrix to \( \hat{\theta}_2 \) equal to:

\[ E_{\hat{\theta}_2}[g_3(\hat{\theta}_2)] = E_{\hat{\theta}_2}\left[ I_N - \left( h_2(\theta_2 + \Delta \theta_2)h_2^H \right)(\theta_2 + \Delta \theta_2) \right] \]

\[ = I_N - E_{\hat{\theta}_2}\left[ h_2(\theta_2 + \Delta \theta_2)h_2^H(\theta_2 + \Delta \theta_2) \right] = R_2 \]  

(41)

The expectation of the \( g_2 \) matrix to \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) equal to:

\[ \hat{g}_2 = E_{\hat{\theta}_1}(E_{\hat{\theta}_2}\left[ I_N - \left( h_2^H \right)^{-1} h_2^H h_2 \right]) \]

\[ = E_{\hat{\theta}_1}(I N_{h_2}) - \left( h_2^H \right)^{-1} h_2^H E_{\hat{\theta}_2}(h_2) \]

\[ = I_N E_{\hat{\theta}_1}(h_2) - \left( h_2^H \right)^{-1} h_2^H E_{\hat{\theta}_2}(h_2) = R_3 \]  

(42)

The expectation of the \( \hat{g}_1 \) matrix to \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) equal to:

\[ \hat{g}_1 = E_{\hat{\theta}_1}(E_{\hat{\theta}_2}\left[ I_N - \left( h_2^H \right)^{-1} h_2^H h_2 \right]h_1) \]

\[ = E_{\hat{\theta}_1}(I h_1) - \left( h_2^H \right)^{-1} h_2^H E_{\hat{\theta}_2}(h_1) \]

\[ = I_N E_{\hat{\theta}_1}(h_1) - \left( h_2^H \right)^{-1} h_2^H E_{\hat{\theta}_2}(h_1) = R_4 \]  

(43)

The \( A \) is calculated through computing expectation to \( \hat{\theta}_i \), in which the entry at the m-th row and the n-th column is computed as follows

\[ A_{mm} = \frac{\Delta \theta_m}{-\Delta \theta_m} \int_{-\Delta \theta_m}^{\Delta \theta_m} e^{2\pi j(m-n)\cos(\theta_1)} p(\Delta \theta_2) d(\Delta \theta_2) \]

\[ = \int_{-\Delta \theta_m}^{\Delta \theta_m} \frac{1}{2\Delta \theta_m} e^{2\pi j(m-n)\cos(\theta_1)} d(\Delta \theta_2) \]

\[ = \frac{1}{2\Delta \theta_m} \int_{-\Delta \theta_m}^{\Delta \theta_m} e^{2\pi j(m-n)\cos(\theta_1)} \sin(\theta) \sin(\theta) d(\Delta \theta_2) \]  

(44)

In order to simplify Eq. (44), let

\[ a_{mm} = 2\pi (m-n) \cos(\theta_1) \]

\[ b_{mm} = -2\pi (m-n) \sin(\theta_1) \]  

(45)

Substituting Eq. (45) in Eq. (44) yields

\[ A_{mm} = \frac{\Delta \theta_m}{-\Delta \theta_m} \int_{-\Delta \theta_m}^{\Delta \theta_m} \frac{1}{2N\Delta \theta_m} e^{2\pi j(\cos(\theta_1) + a_{mm} \sin(\theta_1))} d(\Delta \theta_2) \]

(46)

In the same way

\[ R_{mm} = \int_{-\Delta \theta_m}^{\Delta \theta_m} \frac{1}{2\Delta \theta_m} e^{2\pi j(\cos(\theta_2) + b_{mm} \sin(\theta_2))} d(\Delta \theta_2) \]  

(47)

The column vector \( B \) is calculated through computing expectation to \( \hat{\theta}_i \) as follows

\[ B_{m1} = \int_{-\Delta \theta_m}^{\Delta \theta_m} \frac{1}{2N\Delta \theta_m} e^{2\pi j(\cos(\theta_1) + a_{mm} \sin(\theta_1))} p(\Delta \theta_2) d(\Delta \theta_2) \]

\[ = \int_{-\Delta \theta_m}^{\Delta \theta_m} \frac{1}{2\Delta \theta_m} e^{2\pi j(\cos(\theta_1) + a_{mm} \sin(\theta_1))} d(\Delta \theta_2) \]

\[ = \frac{1}{2\Delta \theta_m} \int_{-\Delta \theta_m}^{\Delta \theta_m} e^{2\pi j(\cos(\theta_1) + a_{mm} \sin(\theta_1))} \sin(\theta) \sin(\theta) \sin(\Delta \theta_2) d(\Delta \theta_2) \]  

(48)

In order to simplify Eq. (48), let

\[ c_m = \pi j(n - (\frac{N+1}{2}) \cos(\theta_2) \]

\[ f_m = -\pi j(n - (\frac{N+1}{2}) \sin(\theta_2) \]  

(49)

Substituting Eq. (49) in Eq. (48) yields

\[ B_{m1} = \frac{1}{2\Delta \theta_m} \int_{-\Delta \theta_m}^{\Delta \theta_m} e^{2\pi j(\cos(\theta_1) + a_{mm} \sin(\theta_1))} \sin(\theta) \sin(\theta) \sin(\Delta \theta_2) d(\Delta \theta_2) \]

(50)

The transmitted signal and received signal in Eq. (19) and (21) can be rewritten, respectively, as:

\[ \hat{r}_1 = \sqrt{\beta_1} \hat{r}_1 + \sqrt{\beta_2} \hat{r}_2 + \sqrt{\beta_3} E_{\hat{\theta}_2}(g_3(\hat{\theta}_2)) \]

(51)

\[ y_2(\hat{\theta}_2) = h_2^H(\hat{\theta}_2) \hat{r}_2 + n_2 \]

\[ = \sqrt{\beta_1} h_2^H(\hat{\theta}_2) \hat{r}_1 + \sqrt{\beta_2} h_2^H(\hat{\theta}_2) \hat{r}_2 + \sqrt{\beta_3} E_{\hat{\theta}_2}(g_3(\hat{\theta}_2)) \]

+ \sqrt{\beta_3} h_2^H(\hat{\theta}_2) \hat{r}_3 \]  

(52)

We will optimize the \( \hat{g}_2 \) vector based on the MMSE. The optimization problem can be formulated as:

\[ \min E_{\hat{\theta}_2} \left[ \| y_2(\hat{\theta}_2) - \sqrt{\beta_3} \hat{r}_3 \| \right] \]

\[ s.t. \quad \hat{g}_2^H \hat{g}_2 \leq 1 \]  

(53)

The optimal solution of \( \hat{g}_2 \) is expressed as:

\[ E_{\hat{\theta}_2} \left[ y_2(\hat{\theta}_2) - \sqrt{\beta_3} \hat{r}_3 \right] = E_{\hat{\theta}_2} \left[ \| \hat{r}_1(\hat{\theta}_2) \| - \| \sqrt{\beta_1} \hat{r}_1 \| \right]

\[ = E_{\hat{\theta}_2} \left[ \| \hat{r}_1(\hat{\theta}_2) \| - \| \sqrt{\beta_1} \hat{r}_1 \| \right] + \sigma^2 \hat{g}_2 \]

\[ = E_{\hat{\theta}_2} \left[ \| \hat{r}_1(\hat{\theta}_2) \| - \| \sqrt{\beta_1} \hat{r}_1 \| \right] + \sigma^2 \hat{g}_2 \]

\[ = E_{\hat{\theta}_2} \left[ \hat{r}_1(\hat{\theta}_2) \hat{r}_1^H(\hat{\theta}_2) \hat{r}_1 - \hat{r}_1(\hat{\theta}_2) \hat{r}_1^H(\hat{\theta}_2) \hat{r}_1 \right] - \| \sqrt{\beta_1} \hat{r}_1 \| \]

\[ + \sigma^2 \hat{g}_2 \]  

(54)

We use \( f(\hat{g}_2) \) to represent the objective function of the optimization problem Eq. (54).

\[ f(\hat{g}_2) = \beta_2 \hat{g}_2^H \hat{g}_2 - \beta_2 \hat{g}_2^H(\hat{\theta}_2)B - \beta_2 B^H \hat{g}_2 + \beta_2 \]

\[ + \sigma^2 \hat{g}_2 \]  

(55)

To obtain the optimal excitation vector, we need to compute the derivative of \( f(\hat{g}_2) \) to \( \hat{g}_2 \)

\[ \frac{df(\hat{g}_2)}{\hat{g}_2} = 2\beta_2 \hat{g}_2 - 2\beta_2 B + 2\sigma^2 \hat{g}_2 \]  

(56)
If \( \frac{\partial f(\hat{g}_2)}{\hat{g}_2} = 0 \), we obtain

\[
\hat{g}_2 = \beta_2 (\beta_2 R + \sigma_2^2 I_N)^{-1} B = (R + \frac{\sigma_2^2}{\beta_2} I_N)^{-1} B
\]

\[
= (R + \frac{1}{\gamma} I_N)^{-1} B
\]

(57)

where \( \gamma = \frac{\beta_2}{\sigma_2^2} \) is the SNR in the desired direction.

The received signal along the WU direction is

\[
y_2(\hat{\theta}_2) = h_2^H (\hat{\theta}_2) \hat{g}_2 + n_2
\]

\[
= \sqrt{\beta_2} h_2^H (\hat{\theta}_2) R \hat{g}_2 + \sqrt{\beta_2} h_2^H (\hat{\theta}_2) (R + \frac{1}{\gamma} I_N)^{-1} B n_2
\]

\[
+ \sqrt{\beta_2} h_2^H (\hat{\theta}_2) (I_N - R) n_2
\]

(58)
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