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     Abstract—Sarcasm is a form of speech in which a person expresses his opinion implicitly. We may encounter a 

seemingly positive sentence in sarcasm, but the speaker has a contrary opinion. Sarcasm can be recognized in spoken 

language based on body language and the tone of voice. However, the lack of these features makes it difficult to recognize 

sarcasm in text. In recent years, Twitter has attracted much attention and has become a popular platform for sharing 

opinions and viewpoints. It is also common for people to use sarcasm on Twitter as an indirect means of expressing their 

opinions. The presence of sarcasm in the text makes it difficult to recognize the sentiment. Thus, it is necessary and 

inevitable to have solutions that can detect sarcasm. This study aims to provide a solution for detecting sarcasm on 

Twitter using deep learning approaches. This study used two Twitter datasets containing balance and imbalance data 

for modeling. The main idea of this research is to use additional features such as sentimental features, subjectivity, 

number of hashtags, and punctuation along with features that deep learning algorithms automatically extract. The 

impact of each feature is reported in the paper. In this research, GRU-Capsule based neural network has been used. 

According to the results, the proposed model has improved accuracy by 5% for balanced data and by 2% for 

imbalanced data.  
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I. INTRODUCTION 

The increasing growth of social networks has 

caused people to use this platform to express their ideas 

and opinions. The data generated in social networks are 

personal and are very suitable for data analysis. 

Companies use these data to improve their position in 

the market [1]. Twitter is one of the social networks 

 
 Corresponding Author 

that enjoy global attention. The number of published 

tweets on Twitter is around 6,000 tweets per second 

[2]. Unlike other social networks, Twitter has its 

limitations and features, including that its character 

length is limited to a maximum of 280 characters. 

Limiting the number of characters leads to 

summarization or using slang terms. Also, the 

tendency of individuals not to express their opinions 
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explicitly due to personal desire, personality traits, or 

considerations has led to opinions being expressed in 

other literary forms, such as humor and sarcasm. 

Unlike emotion [3-5] and traditional sentiment analyis 

[6, 7], sarcasm detection in a standalone textual input 

such as tweets is a complex task due to its below-the-

surface semantics [8]. 

Sarcasm is a form of verbal humor used to 

humiliate or ridicule[9]. Detection of sarcasm is one of 

the biggest challange in natural language processing 

[10]. In computational models sarcasm detection is 

often performed without regard contextual features 

[11]. Due to this, sentiment analysis on Twitter is more 

difficult than on other web platforms, including 

websites and blogs, because it is much more difficult 

to discern the true meaning of sarcasm and to 

determine the correct polarity of sentences. 

Recognizing sarcasm in spoken language is easier than 

text because of body language and tone of speech. 

Sentiment analysis algorithms are not able to detect 

sarcasm [12]. Therefore, research on sentiment 

analysis alone cannot meet the needs of sarcasm 

detection. Due to the large amount of sarcastic content 

present in sources such as Twitter, conventional text 

sentiment analysis methods alone are not effective in 

assessing real sentiment. sarcasm detection is a binary 

classification problem that both feature-rich traditional 

models and deep learning-based models are used to 

detect it [13].  

Due to the many gaps in the accurate detection of 
sarcasm, in this study, deep learning methods in 
addition to sentimental characteristics, subjectivity, 
number of hashtags and punctuation marks have been 
used to detect sarcasm on Twitter. The remainder of this 
paper is structured as follows: Related works are 
presented in Section 2 and the research method in 
Section 3. Section 4 discusses the important findings of 
this study, and Sections 5 and 6 review the results and 
future works. 

II. RELATED WORK 

Prior to reviewing past works, it should be noted 

that this study primarily evaluated articles that 

addressed sarcasm directly. There are many studies in 

the field of sentiment analysis, for example, aspect-

based sentiment analysis [14-20] and attention-based 

sentiment analysis [19, 21-23], which require 

considerable discussion. This section therefore only 

discusses previous works that focused on sarcasm. 

There are two ways to distinguish sarcastic tweets 

from non-sarcastic tweets. The first method is manual 

annotation of the text, in which people label the text as 

sarcastic or non-sarcastic after reviewing it [9]. In the 

second method, tweets are collected using a tag that the 

tweet's author uses when publishing the tweet. Special 

tags such as #sarcasm, #not, etc., are used in this 

method to collect tweets that indicate something 

contrary to the content that was expressed by the user. 

Poria et al. [24] proposed a framework that uses the 

convolutional neural network to learn sarcastic 

features from a set of sarcasm by extracting 

sentimental features. They also used character-based 

features for the first time in their work. They used CNN 

to extract sentimental attributes and SVM for final 

classification. Experiments were performed on three 

datasets which CNN-SVM performed better than 

SVM. Bouazizi et al. [25] examined sarcasm for four 

categories of characteristics related to sentiments, 

syntactic and semantic, punctuation, and pattern-

related. The weight ratio of positive and negative 

words in a sentence was calculated, and then the 

sentimental weight of the sentence was determined. In 

addition to words, emojis and hashtags were also used 

to calculate the sentimental weight of the sentence. 

Their observations showed that the random forest 

classifier could perform better than the three support 

vector machine (SVM), k-nearest neighbor, and 

maximum entropy classifications. 

Agrawal et al. [26] proposed the approach of 

emotional word embedded and word representation to 

identify sarcasm. Using the remote observer, they 

labeled the words into two categories: sentiment or 

emotion. They then introduced two architectural 

models: one for capturing sentiment information along 

with binary dimensions such as positive and negative 

(AWES-senti), and the other for decoding a stronger 

range of emotions and finding sentiment class (AWES-

emo). They then used a long-term, short-term, two-way 

recurrent neural network model for training. Features 

were examined on two types of long and short text. It 

was observed that AWES-senti on short text 

documents and AWES-emo on long documents have 

better results than in previous works. Joshi and 

Parbhune [27] examined the use of the embedded word 

to record context incompatibility in the absence of 

sentimental words. They added a similarity score 

between two words to the set of features of their 

previous work to study its function on sarcasm 

recognition. They found the pairs of words with the 

most and the least similarity in a sentence and used the 

similarity score as a feature to sarcasm detection. They 

reported RNNs had more performance than naïve 

Bayes in detecting sarcasm. 

Kumar et al. [28] introduced multi-head attention 

based on a deep neural network to detect sarcasm. They 

believe that the attention mechanism plays an 

important role in deep learning networks that capture 

explicit and latent contexts. The authors introduced a 

multi-head attention-based two-way long-term short-

term memory network that makes good use of 

manually extracted features. Their model was able to 

help increase the performance of sarcasm recognition 

by identifying different parts of the sentence. Ræder et 

al. [29] used the features of pos tagging, punctuation, 

sentiment, and unigrams as features for recognizing 

sarcasm. They trained their model with logistic 

regression and SVM.  

Ghosh and Veale [30] presented an in-depth 

learning-based architecture for sarcasm detection. 

They used multiple layers of CNN, LSTM, and DNN 

to detect sarcasm in their dataset. In addition, they used 

recurrent SVM to detect sarcasm [31]. They used the 
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properties of BOW, POS, sentiment, and hashtag to 

train SVM. The authors added the context tweet and 

the author attribute as attributes to their in-depth model 

and increased the detection accuracy on their data set. 

Later, Xiong et al. [32] identified sarcasm by working 

the Ghosh and Veale datasets with a self-matching 

network that is suitable for detecting inconsistencies 

between words. They used a BiLSTM that accepts the 

first hidden state as output. Xiong et al. [32] introduced 

two models called SMSD and SMSD-BiLSTM. In the 

first model, by entering the feature vector generated by 

the self-matching network to the predictive layer, they 

identify the sarcasm. This model did not perform well 

for sarcasm detection because it could not generate 

sentence synthesis information necessary for it [32].  

Joshi et al. [33] employed word embeddings to capture 

context incongruity in the absence of sentiment words. 

They used semantic similarity by word vector 

similarity scores (as given by Word2Vec). Table 1 

summarizes the related works.  

In previous works, especially in combined works, 

the hashtag number feature has not been used to detect 

less sarcasm. 

TABLE I.  SUMMARY OF RELATED WORKS 

Reference Achievements Method No 

[24] 

CNN-SVM 

performs better 

than SVM. 

CNN-SVM with 

sentimental, 

emotional, and 

personality-based 

features 

1 

[25] 

Random forest 

classification is 

better than SVM 

and k-nearest 

neighbor and 

maximum entropy. 

Using the 

characteristics of 

sentiments, 

syntactic and 

semantic, 

punctuation and 

pattern-related. 

2 

[26] 

AWES-senti is 

suitable for short 

text documents and 

AWES-emo is 

suitable for long 

text documents 

Word embedding 

and word display 
3 

[33] 

The word 

embedding feature 

alone is not 

sufficient to detect 

sarcasm and should 

be used in 

conjunction with 

other features. 

The similarity 

score between 

two words plus 

the 

characteristics of 

the previous 

work 

4 

[27] 

The recurrent 

neural network is 

more suitable than 

the naïve Bayes 

network because it 

can store sentence 

information. 

Naïve Bayes and 

the RNN network  
5 

[28] 

The use of multi-

head attention has 

increased the 

accuracy of 

sarcasm detection 

on the BiLSTM 

network. 

multi head 

attention based 

on Bilateral Deep 

Neural Network 

(BiLSTM) 

6 

[29] 

According to their 

proposed method, 

SVM was able to 

Regression 

logistic network 

method and SVM 

7 

detect sarcasm 

better than 

regression logistics 

using the features 

of punctuation, 

sentiment and 

unigrams to 

detect sarcasm 

[30] 

 

Increased the 

accuracy of 

sarcasm detection 

by deepening the 

number of layers 

Using multiple 

layers of CNN, 

LSTM and DNN 

to detect sarcasm. 

They also used 

an SVM to detect 

sarcasm. BOW, 

POS, sentiment 

and hashtag 

properties were 

used. 

8 

[31] 

 

They used two 

added features and 

other previous 

features and 

increased the 

accuracy of the 

sarcasm detection. 

added the 

author's tweets 

context  and 

attributes to their 

previous work 

9 

[32] 

It was observed 

that the self-

matching network 

alone is not 

sufficient to detect 

sarcasm 

Using self-

matching 

network and 

BiLSTM to 

detect sarcasm. 

10 

 
Besides sentiment, subjectivity, and punctuation, 

we also used the hashtag attribute in this study. As well, 
the impact of each attribute on sarcasm recognition was 
examined separately.In addition, we used a capsule 
network that can accept the vector as input. Capsule 
networks dissipate useful features better in the network 
and perform better than other methods for detecting 
sarcasm. 

III. RESEARCH METHOD 

The overall research approach is summarized in 

Fig. 1, and we will describe each of the sections below. 

In this study, two datasets of balance and imbalance 

data have been used to train the model. In a balanced 

dataset, the number of sarcastic and non-sarcastic texts 

is equal, while in an imbalanced dataset, the number is 

not equal. For the imbalanced data set, the same as  [29, 

34, 35], the data collected by [36] was used. In this 

method, using the Twitter API, sarcastic data was 

collected using #sarcasm. Non-sarcastic datasets 

include tweets that do not contain this hashtag. 

For the balanced data set, the data set collected by 

Ghosh and Veale [30] was used. 

 

Figure 1.  Overall research approach 
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They also collected sarcasm data using #sarcasm, 

#sarcastic and #ironie, and tweets that do not contain 

these hashtags are collected as non-sarcastic tweets. 

Table 2 shows the summary of datsets. 

TABLE II.  SUMMARY OF DATASETS SUMMARY OF RELATED 

WORKS 

dataset Sarcastic Tweets 
Non-Sarcastic 

Tweets 

balance 24000 24000 

imbalance 30000 28000 

 

A. Preprocessing 

Normalization is the first step in data 

preprocessing. Mentions, retweets, URLs and non-

ASCII letters were removed using regular expressions. 

In addition, the hashtags #sarcasm, #sarcastic, and 

#ironie were removed. In the case of other hashtags, 

only the hashtag character was removed. Observations 

indicate that users use these hashtags in a sentence, 

thus removing them would result in incomplete 

tweets.The use of acronyms is widespread on social 

networks. A dictionary of acronyms commonly used in 

English was created and replaced in the text using a 

function. This was also done for abbreviations. 

One of the most important steps in preprocessing is 

Tokenization. The goal of tokenization is to find words 

in a sentence.  Tokenize was performed using the Word 

Tokenizer function. Stemming and lemmatization are 

two important steps in natural language preprocessing. 

The lemmatization method was used for stemming. 

WordNetLemmatizer was used for this purpose. To 

remove the pause words, the most repetitive words 

were found in the sentences with a regular phrase, and 

among them, the words that did not change the 

sentiment of the sentence were removed. 
Sarcasm could not be detected well in short 

sentences. Thus, sentences shorter than seven words 
were excluded from the dataset. This study uses the 
200-dimensional Twitter GloVe vector, which has been 
trained on 2 billion tweets. 

B. Features 

Deep learning algorithms are able to extract local 

features automatically [37]. In addition to these local 

features, some features were used to train higher layers 

to represent a larger group of words in sentences. 

Sentimental characteristics, subjectivity and the 

number of punctuation marks and the number of 

hashtags are among the characteristics that have been 

considered in this research to identify sarcasm. 

One of the signs of sarcasm in the text is the 

excessive use of punctuation marks, emoticons, 

repetition of a letter more than twice. In this study, the 

number of punctuation marks used in the sentence has 

been considered as one of the signs of the presence of 

sarcasm in the text and as a feature for recognizing 

sarcasm. Exclamation marks (!), Question marks (?), 

Quotation marks (:), commas (,) and punctuation 

marks were used as marking features. 

The TextBlob library, which is used to process 

textual data, was used to apply sentimental attributes 

and subjectivity. Sentimental characteristics play an 

important role in recognizing sarcasm. In sarcastic 

sentences, the feeling changes from positive to 

negative or vice versa. But sentic patterns positively 

recognize real sentiments. For example, in the sentence 

"I love the pain of breaking", considering the presence 

of the word "love", the feeling of a positive sentence is 

considered, but it is not really so, and this sentence 

contains sarcasm. Sarcastic sentences are often 

expressed subjectively in which the person ironically 

expresses dissatisfaction with a problem. So, this 

feature can help us identify sarcasm. 

C. Model Training 

Deep text learning models can process text as well as 
time series and data sequences. The most basic 
algorithms for sequence processing are convolutional 
networks and RNNs. Convolutions are faster than RNN 
for text classification and time series prediction [38]. 
These networks are able to learn hierarchical features. 

• Model training with CNN 

One-dimensional convolution is suitable for 
learning the properties of the text and considers 
each sequence as a general sentence [38]. One-
dimensional convolution recognizes local patterns 
in a sequence and a pattern learned in a particular 
situation in a sentence in a different situation [38]. 

The dropout rate, which was used to randomly 
remove units in the CNN neural network, was 
chosen by trial and error as 0.5. Fully connected 
architecture is used to classify the data into two 
categories, sarcastic and non-sarcastic. The output 
of the fully connected layer passes through three 
dense layers. Finding the right number of layers in 
a dense layer is a hyperparameter. Increasing the 
number of dense layers increases recall, but 
increasing it too much also causes the network to 
overfit [38]. After trial and error, the values of 32, 
16, and 1 were considered as the dimensions of the 
first, second and third dense layer output space, 
respectively. Relu activity function was considered 
for one-dimensional convolution and two dense 
layers. 

The sigmoid activation function was used for 
the last dense layer that performs the classification 
task. Adam optimization function was used to 
evaluate the model. To measure the recall of the 
model during the training process, we need a 
parameter; the loss function does this. For the 
classification of sarcasm, we used ‘Binary 
crossentropy, which performs the work of binary 
classification, as a loss function (based on [30]). 
Accuracy, recall, F1 and sensitivity criteria were 
defined and used to evaluate the model. 

• Model training with GRU-Capsule based network 

GRU and capsule networks were used to train 
the model. GRU was created to solve the problem 
of recurrent networks that are unable to store past 
information and can not maintain long-term 
dependencies [39]. The GRU settings obtained by 
trial and error are summarized in Table 3. 

TABLE III.  GRU-CAPSULE HYPERPARAMETERS 
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Capsule networks accept the vector as input. 
Using GRU neural networks, different properties 
are extracted from the input dataset and fed to the 
encapsulated networks as a vector. Capsule 
networks are a group of neurons whose activity 
vector represents the various parameters of an 
entity. The size of this vector indicates the 
probability of recognizing the feature and its 
orientation of the sampling parameters. The 
architecture intended for the training is taken from 
the architecture presented by [39] in Fig. 2. 

GRU encrypts sentences and extracts hidden 
vectors. Encrypted sentences in the form of hidden 
vectors are the input to the capsule. H=[h1 , h2, 
…,ℎ𝑁𝑠

] are the hidden vectors of a sentence and 𝑁𝑠 

is the number of words encoded by GRU. The 
average of the hidden vectors [39] is: 

𝑣𝑠 =  
1

𝑁𝑠
∑ ℎ𝑖

𝑁𝑠

𝑖=1

                     (1) 

Operation in the capsule network is performed in 

the following four steps[35]: 
Multiplication of input vector matrix by weight 

coefficients: In this step, the input vector, which is 
output from GRU, and we showed with ℎ𝑖, is multiplied 
by the weight matrix w. 

𝑢𝑗|𝑖 = ℎ𝑖𝑊𝑖𝑗                       (2) 

The product of vector 𝑢𝑗|𝑖 , which represents the 

spatial relationship between the low-level and high-

level properties. 
The numerical weighting of vectors created in the 

previous step: Dynamic routing is used for weighting. 
This is the point of difference with the convolutional 
network in which pooling is used. The low-level 
capsule uses a dynamic routing mechanism to detect 
which output of the high-level capsule it produces is 
closest to the output of the capsule and sends the output 
to that capsule. 

 

Figure 2.  GRU-Capsule architecture (taken from the architecture 

of [39]) 

The numerical weighting of vectors created in the 

previous step: Dynamic routing is used for weighting. 

This is the point of difference with the convolutional 

network in which pooling is used. The low-level 

capsule uses a dynamic routing mechanism to detect 

which output of the high-level capsule it produces is 

closest to the output of the capsule and sends the output 

to that capsule. 

Addition of weighted input vectors: The vectors 

that have been weighted in the previous step are added 

together. The total input to the Sj capsule is the sum of 

the weights around the predicted vectors 𝑢𝑗|𝑖 . 

𝑠𝑗 = ∑ 𝑢𝑗|𝑖 𝑐𝑖𝑗

𝑖

                     (3) 

Compression of received vectors: Each capsule 

will have an output vector that indicates the probability 

of corresponding properties with the length of the 

vector. Capsules receive hidden vectors as input, and 

dynamic routing operations perform weight 

determination. The weighted input vectors are added 

together and the activation function is applied to them. 

The activator function is called 'Squash', which takes a 

vector and converts it into a vector with a length of one, 

but without changing the vector's direction . 

𝑉𝑗 =
‖𝑠𝑗‖

2

1 + ‖𝑠𝑗‖
2

𝑠𝑗

‖𝑠𝑗‖
                     (4)      

𝑣𝑗  is the output vector of capsule j and 𝑠𝑗  is the 

input vector of capsule j. 

The Flatten layer is sent to the dense layer. In 

addition, the four mentioned features will be combined 

with the features extracted by the Gru-Capsule based 

network architecture and sent to the dense layer. Table 

4 lists some settings of capsule network 

hyperparameters obtained by trial and error. 

TABLE IV.  HYPERPARAMETERS FOR CAPSULE NETWORK 

adam dropout Routing 
Capsule 

Dimension 

Number 

of 

Capsule 

.01 .5 3 32 10 

 

IV. RESULTS 

The proposed networks were implemented on two 
sets of balanced and imbalanced datasets, the results of 
which are described below. The results are then 
compared with previous work and analyzed at the end. 

A. Results of the imbalanced dataset 

Convolution networks can detect local patterns in a 

sequence and can be used to identify patterns in text 

[38]. Sarcasm is better detected by convolution 

networks than other machine learning algorithms [40]. 

This is consistent with the obtained results. The values 

obtained for F1 and precision using the CNN 

architecture on the test data are 80% and 81%, 

respectively. 

However, in other machine learning methods, the 

values obtained by the SVM algorithm and logistic 

regression [29] were reported as 79% and 56%, 

respectively. The results are shown in Table 5. 

Return_ 

sequence 

Recurrent_ 

dropout 
dropout 

activation 

function 
units 

True 0.5 0.5 Relu 145 

Volume 16- Number 3 – 2024 (45 -53) 
 

49 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

ic
t.i

tr
c.

ac
.ir

 o
n 

20
24

-1
0-

26
 ]

 

                               5 / 9

https://ijict.itrc.ac.ir/article-1-613-en.html


The value of f1 reported in the proposed method 

was better than both the SVM algorithm and logistic 

regression by [29] and Naïve Bayes by [41]. This is 

because of CNN's ability to detect hidden patterns in 

the text.  

Fig. 3 shows that CNN was more capable of 

detecting sarcasm in the text than other machine 

learning algorithms. 

 A convolutional neural network is able to 

automatically extract key properties from the training 

data, and, after performing convolution operations on 

the data, form a global feature vector.To evaluate the 

performance of the GRU-Capsule based network and 

the effect of each feature, each feature was first 

injected separately into the softmax layer and the 

accuracy of the model was calculated. 

Then all these features were injected into the model 

and the accuracy of the model was calculated. Also, the 

accuracy of the model was measured alone and without 

any features. Table 6 shows the values of different 

criteria. These results are the average of three runs on 

the dataset. 

TABLE V.  COMPARISON OF BASE METHOD AND CNN ON 

IMBALANCED DATASETS 

Precision F1  Model 

- 79 SVM [8] 

- 71 Logistic regression [8] 

78 56 Naïve Bayes[15] 

81 80 CNN's proposed approach 

 

 

Figure 3.  Comparison of evaluation metrics 

Table 6 shows the effect of each feature for 

improving the sarcasm detection method. For instance, 

the hashtag feature has had the highest improvement 

effect on F1. This matter indicates that people use more 

hashtags to convey their meaning in sarcastic texts. 

This is because people often use abbreviations in their 

sarcasm and use hashtags to convey the meaning of 

their words to others. 

Fig. 4 shows a comparison of F1 and precision 

values on the proposed method and the base method. 

As can be seen, the accuracy of the model increased 

when we used all features together with the 

GRU+capsule network. 

TABLE VI.  COMPARISON OF METRICS PER FEATURE ON AN 

IMBALANCED DATASET 

A
ccu

ra
cy

 

P
recisio

n
 

R
eca

ll
 

F
1

 

Model 

79.70 79.66 80.08 81.70 gru+capsule 

79.40 81 81.80 83.70 

gru+capsule+ 

sentimental 

feature 

79.49 78.74 84.39 83.82 
gru+capsule+subj

ectivity feature 

81.03 80.16 83.11 82.07 

gru+capsule+ 

number of 

punctuation marks 

feature 

80.01 79.58 83.40 84.28 

gru+capsule+ 

hashtag number 

feature 

81.70 82.13 82.46 86.32 
gru+capsule + all 

features 

 

 

Figure 4.  Comparison of GRU-Capsule based network with other 

methods 

B. Results of the balanced dataset 

The results of training in the convolutional network 

on a balanced dataset are described in Table 7. 

TABLE VII.  COMPARISON OF BASIC AND CNN METHODS ON 

BALANCED DATASETS 

a
ccu

ra
cy

 

p
recisio

n
 

reca
ll

 

F
1

 

Model 

- 74.3 72.1 73.2 Recursive SVM [31] 

- 73.1 73.2 73.2 
CNN+LSTM+DNN 

[29] 

80.09 76.39 72.56 74.42 SMSD [30] 

78.37 78.65 68.80 74.40 
SMSD-BiLSTM 

[30] 

78.66 80.90 75.72 77.69 
CNN proposed 

approach 

The convolutional networks have a higher 

detection accuracy than compared models because 

they are able to detect patterns within sequences. 

Furthermore, we injected the features derived from the 

GRU-Capsule-based network, along with four 

categories of sentimental attributes, punctuation 

marks, hashtags, and subjectivity, into the softmax 

layer to detect sarcasm. The results of this experiment 

on a balanced dataset are listed in Table 8. 

The results of Table 8 indicate that, compared to 

the mentioned methods, the proposed approach is more 

accurate at detecting sarcasm. Table 9 presents the 

impact values of each feature on the balanced dataset. 
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According to Table 9, with employing the features 

in the network, the accuracy of the model has increased 

around 5.55%. A comparison between the proposed 

approach and other approaches is shown in Fig. 5. 

As Table 6 examines the impact of each feature in 

detecting sarcasm on an imbalanced dataset, Table 9 

tests the same approach for a balanced dataset. As seen 

in Table 6, the hashtag feature again had a greater 

impact on the F1 measure. 

On the basis of various tests conducted on the 

datasets, it was determined that convolution networks 

performed better than other approaches. Instead, 

convolutional networks have the problem of ignoring 

some features for Max polling. In addition, the output 

of the convolutional network is numerical. Capsule 

networks were able to solve this problem.  

This is also evident in the experiments performed. 

Other features were considered to enrich the capsule 

networks and increase the accuracy of sarcasm 

detection.  

By injecting sentiment features, punctuation, 

hashtag and subjectivity and calculating the accuracy 

of the model, it was observed that each of these 

features alone can increase the accuracy of the model.  

By combining these features, we were able to increase 

the model's accuracy on a balanced data set by up to 

5% and improve sarcasm detection. Also, the value of 

F1 on the balanced data set increased by 5.45% and the 

values of precision and recall  increased by 3.43% and 

9.42%, respectively. For imbalanced data sets, 

accuracy, recall, precision, and f1 measure increased 

by 2%, 2.38%, 2.47%, and 4.62%. 

TABLE VIII.  COMPARISON OF BASIC AND NETWORK METHODS 

BASED ON GRU-CAPSULE ON A BALANCED DATASET 

a
ccu

ra
cy

 

p
recisio

n
 

reca
ll

 

F
1

 

Model 

- 74.3 72.1 73/2 CNN+CNN [31] 

- 73.1 73.2 73.2 LSTM+LSTM [31] 

- 84.8 85.2 84.1 
CNN+CNN+LSTM

+LSTM+ DNN [29] 

80.09 76.39 72.56 74.42 SMSD [30] 

78.37 78.65 68.80 74.40 SMSD-BiLSTM[30] 

85.15 81.99 90.84 85.75 
GRU-Capsule 

proposed approach 

TABLE IX.  TABLE 1. COMPARISON OF THE IMPACT OF EACH 

FEATURE ON A BALANCED DATASET 

A
ccu

ra
cy

 

P
recisio

n
 

R
eca

ll
 

F
1

 

Model 

79.60 78.56 81.42 80.30 gru+capsule 

81.99 80.30 85.10 82.21 

gru+capsule+ 

sentimental 

feature 

81.22 79.21 82.75 81.99 
gru+capsule+subj

ectivity feature 

81.24 78.94 83.50 81.97 
gru+capsule+ 

number of 

punctuation marks 

feature 

82.20 80.22 84.33 82.48 

gru+capsule+ 

hashtag number 

feature 

85.15 81.99 90.84 85.75 
gru+capsule + all 

features 

 

 

Figure 5.  Comparison of different criteria on GRU-Capsule based 

model and other methods 

CONCLUSION 

This study aimed to investigate the effect of 

sentimental characteristics, subjectivity, the number of 

hashtags, and punctuation marks to detect sarcasm on 

the GRU-capsule network. In this method, we used two 

types of balanced and imbalanced data sets and 

calculated the impact percentage of each of these 

features. Finally, the effect of using all the features 

together was examined. Capsule networks were 

created to solve the problem of aggregation in 

convolutional networks.In this study, it was observed 

that these networks try to identify features more 

accurately by purposefully exchanging outputs with 

each other. As the nature of capsule networks was to 

solve the problem of convolutional networks, in this 

study, these networks were able to perform better than 

convolutional networks.  

It was also observed that the capsule and 

convolutional networks perform much better than 

other machine learning models. To increase the 

detection accuracy, we added features to the network. 

It was observed that the addition of these features 

increases the accuracy of sarcasm detection. We used 

all of these features together to reach maximum 

detection. The values of accuracy, recall, precision, 

and F1 measure on the imbalanced data set increased 

by 2%, 2.38%, 2.47%, and 4.62%, respectively. For the 

balanced data set, the values of accuracy, recall, 

precision, and F1 increased by 5.55%, 9.42%, 2.47%, 

and 4.62%, respectively. 

Sarcasm detection is a relatively new field in 

natural language processing and sentiment analysis. 

Using other features, such as calculating the feelings of 

the emojis and comparing it with the tweet text, can be 

one of the signs of sarcasm in the text. One of the future 

tasks is to focus more on emojis to recognize sarcasm. 

Detecting sarcasm in non-English language tweets and 

measuring their effectiveness can also be part of future 

work. 
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