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Abstrace: In this article, an attempt to introduce the first Persian context sensitive spell checker, which tries to
detect and correct the real-word spelling error of Persian text is presented. The proposed method is a statistical
approach which uses Bayesian framework as its probabilistic model and also uses mutual information metric as a
semantic relatedness measure between different Persian words. Our experiments on sample test data, shows that
accuracy of correction method is about 80% with respect to F1-measure.
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I.  INTRODUCTION

Real-word spelling errors occur when the intended
word of the writer is misspelled and the resulting error
is a valid word in the lexicon. These errors can happen
due to typing mistakes or due to “Auto-Correction”
feature of word-processing software (Wilcox-O’Hearn
et al., 2008).
Kukich (1992) categorized the spelling text errors into
five types. The first type is the lexical errors, which
include non-word errors. For example the word
“alas/hamlel/attack” maybe mistakenly typed by non-
word “les/khamleh/”.
Most of these errors could easily be found by conven-
tional spell checkers. The second type is the syntactic
errors, which result in ungrammatical text. The detec-
tion and correction of such errors requires a grammar
checker. For example the verb in the following sen-
tence are not appropriately inflected based on the its
subject:

(1) man be

I to

khaneh raft.
home went(he/she/it)

The third kind is the semantic errors which appear in
the text when the writer misspells a word for another
word that can take the same grammatical role. As an
example, the word “4les/hamleh/attack”can be typed
wrongly to word“4les/jomleh/sentence”.

They cannot be detected by conventional spell check-
ers and grammar checkers. These types of error are
vsually incongruous to the surrounding text. In this
paper, this kind of errors in Persian texts is considered.
The final two types of error hierarchy are discourse
structure and pragmatic errors, which cannot be classi-
fied as spelling errors.

Real-word errors mostly falls into the third level of
Kukich's categories but it can also causes syntactic
anomaly, which is related to the second type of the
mentioned errors and can be detected by a grammar
checker. Most conventional spell checkers are unable
to detect such errors as they only check each word to
see if they can be found in the dictionary or not. The
misspelled word which should be a non-word error is
flagged as an error. But detection of real-word errors
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requires some context-sensitive analysis of the text to
obtain knowledge about the intention of the writer
(Golding and Roth, 1999). While a human reader may
easily detect such errors and suggest reasonable cor-
rections, automatic detection of real-word errors can
be very tricky. Some of these errors can go undetected
even by human readers (Hirst and Budanitsky, 2005).
The whole previous methods on real-word errors de-
tection and correction can be divided into two distinct
approaches: based on a separate resource and based on
machine learning and statistical methods (Wilcox-
O’Hearn et al., 2008).

Hirst and Budanitsky (2005) proposed a method from
the first approach, which uses WordNet as an external
resource to detect real-word errors. This approach de-
tects words in the text that are semantically distant
from nearby words and if it finds a word that is seman-
tically closer in the context, flags the original word as
an error. They tested the method on an artificial corpus
of errors; it achieved the recall between 23—50% and
the precision between 18-25%. Similar approach
which also uses WordNet as a semantic resource was
proposed by (Pedler, 2005). He used WordNet as a
resource to find semantic relationships in order to
detect real-word errors. The small experiment on using
WordNet resource has shown that the proposed me-
thod of gathering co-occurring nouns by their Word-
Net hypernyms could successfully capture the seman-
tic associations of confusable words. This method also
used the threshold of confidence level. The maximum
threshold 0.99 has obtained one false alarm and just
5% of the errors are corrected. With setting the thre-
shold to 0.9 just over half of the errors are corrected
and 14 false alarms remained.

Several machine learning and statistical methods have
been used for context-sensitive spelling correction.
Atwell and Elliott (1987) addressed the problem by
looking for unlikely part-of-speech bigrams. While
Mays et al. (1991) frame the problem as a noisy chan-
nel problem and combine it with the trigram model to
assess the probability that a sentence is correct by con-
sidering all variants of the sentence by replacing words
with their spelling variation and computing trigram
probabilities. Recently, Wilcox-O’Hearn et al. (2008)
consider the limitations of Mays et al. (1991) evalua-
tion and reevaluate the method. They show that the
later method is superior in performance to the Word-
Net-based method of Hirst and Budanitsky (2005),
especially when supplied with a realistically large tri-
gram model.

Golding and his colleagues (Golding and Roth, 1999;
Golding and Schabes, 1996) address the “context-
sensitive spelling correction” as a “word disambigua-
tion” problem. Ambiguity among words is modeled by
predefined confusion sets. Golding (1995) compared
performance of decision lists and Bayesian classifiers.
The latter was found to give better performance, espe-
cially when it combines with a trigram part-of-speech
method (Golding and Schabes, 1996). Golding and
Roth (1999) follow this method by applying a Winnow

multiplicative weight-updating algorithm to the same
problem and retrieved a considerable improvement in
accuracy (around 95%). This led to the development of
the SNoW (Sparse Network of Winnows) architecture.
Carlson et al. (2001) report the achievement of a high
level of accuracy (99%) when applying this method to
256 confusion sets. In contrast to these statistical tech-
niques, Mangu and Brill's (1997) propose a transfor-
mation-based learning approach which uses far fewer
parameters, although it achieved comparable perfor-
mance.

Also, a context-sensitive spelling correction task is
presented in (Ingason, et al, 2009) where adapts estab-
lished methods from English to a morphologically rich
language, Icelandic, and concludes that although rich
morphology negatively affects performance, their sys-
tem is still good enough to be useful in regular word
processing.

These statistical methods usually rely on a predefined
confusion sets. These sets contain words called confu-
sables that are likely to be mistakenly used in place of
another one. On encountering one of the members of
the sets in the text, the spell-checker checks to see
which of the words in the set are more appropriate in
the surrounding context. These methods learn some
features in order to distinguish each of the confusable
word in a typical context. Based on these features and
the surrounding text, each member of the set is scored
and the word with the highest score is the most appro-
priate one in the context.

One method of creating confusion sets, as used by
Wilcox-O’Hearn et al. (2008), is to collect words that
differ from each other by a single letter (insertion, de-
letion, substitution or transposition). The confusion set
is created of this type for each word in their 20,000
word vocabulary of English. Word trigram probabili-
ties, derived from a large body of text are learned. To
simulate error correction, 100 sentences of correctly
spelled text (containing only words in their vocabu-
lary) are taken and from these, over 8000 misspelled
sentences are generated by successively replacing each
word with each member of its associated confusion
set. Each of these misspelled sentences contained just
one error. The words appearing in the sentence were
given a higher probability of their alternative confu-
sion set members to represent the fact that words are
more likely to appear correctly spelled than they are to
be misspelled. This threshold is called confidence lev-
el. Varying the confidence level, they were able to
detect 76% of the errors and correct 73% at the ex-
pense of just one false alarm and were still able to
detect 63% and correct 61% while reducing the false
alarms to zero.

When the error checker comes across one of the words
in confusion set it should decide which one is more
appropriate in the sentence. The statistical methods for
finding the best choice are Bayesian classification
(Golding, 1995), latent semantic analysis (Jones and
Martin, 1997) and winnow (Golding and Roth, 1999).
Achieving a high level accuracy of 99% with 256 con-
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fusion sets was reported in [51] with applying winnow
based approach.

An advantage of statistical over knowledge-based me-
thods is that they can handle function words as well as
content words. They can also consider words that are
not spelling variation of another one. The drawback of
these methods is that they are limited to predefined
confusion sets and they check every word in the text
that could be found in the confusion sets.

From the best of our knowledge, there is no any
published works on context-sensitive Persian error
checking system. In this paper, we present a statistical
method that basically fits in the second category. This
method uses a predefined confusion set that is built by
using different heuristic on distance measuring algo-
rithm for Persian dictionary. In the next sections, after
introducing general features of Persian language, the
generation of the confusion sets in Persian is illu-
strated. Then, a method that uses “Mutual Informa-
tion” of pairs of words to score each of the confusable
words in order to suggest the possible correction are
demonstrated. Finally the evaluation results of the
mentioned method are presented.

II.  CONFUSION SETS

Confusion set is a set of words which are considered
confusable with the headword of the set, but are not
necessarily confusable with each other (Mays et al.,
1991). Each word in a Persian dictionary appears in
the confusion set of all members of its own confusion
set, which means a word can appear in several sets.

In order to generate the confusion sets, the Levensh-
tein (1966) distance metric has been used. The Le-
venshtein distance between two words is defined as the
minimum number of edits needed to transform from
one into another one. The only acceptable edit actions
are insertion, deletion, or substitution of a single cha-
racter. This metric is a measure to accept a word as in
the other’s confusion set. If this measure is lower than
a defined threshold, the two words are considered sim-
ilar and each of them is added to the confusion set of
the other pair word. The sets obtained in this way are
not general enough. Special issues for Persian alphabet
must be taken into account.

In Persian, there are letters that are read exactly the
same but written differently. These letters are the most
common causes of spelling errors. Another category
that can cause problems is those that are written simi-
larly but read differently. These letters are more likely
to be mistaken for each other while typing. A large
number of words in Persian texts are inflective and
cannot be found in the Persian dictionaries. Caution
taken into consideration is that such inflected words
could be in homographic relation with a dictionary
entry. Finally, letters that appear adjacent on a stan-
dard keyboard can be mistakenly typed in place of
each other.

The Levenshtein metric can be modified to give small-
er cost to substitutions of letters spoken identically or
similarly, or written similarly, or appear adjacent on a

Volume 2- Number 2- July 2010 IJICT I

standard keyboard. This means that these substitutions
are more likely to be happened and the resulting words
are more likely to be confused with another one.
Another point that should be taken into consideration
is that the first letter of the intended word is less likely
to be typed incorrectly. Thus, words that differ in the
first letter can be considered to be less likely to be con-
fused.

Based on these assumptions, the confusion sets have
been generated. The sets can be pruned further, if a
grammar-checker is used. If a word is replaced with
another word that always has a different part-of-
speech, i.e. different grammatical role in the sentence,
then the appropriate word can be found using a gram-
mar checker. Thus the words that have different part-
of-speech, compared to the headword in a set, can be
removed. The drawback to the use of confusion sets is
that it limits our real-word error correction to a set of
predefined limited number of words.

Table 1. Persian Confusion Set Statistics
Number of confusion sets 1165535
Average number of confusion set | 8.7
members
Number of unique words
Number of words which has no any

1187981
22446

confusion pair

The confusion set of any Persian word is collected by
computing the mentioned distance between the head
word and any other Persian word and accepting as a
confusable pairs for small value distance. By setting
the maximum edit distance of confusable words to be
at most one operation and limiting the maximum num-
ber of words in any confusion set to be at most 40, the
whole confusion sets of Persian words are generated.
Table 1 shows different statistics of these sets.

III. PERSIAN REAL-WORD ERROR CORRECTION

Based on the Bayesian approach which was previously
published by (Gale et al., 1994; Golding, 1995) a me-
thod for correcting real-word errors is presented in this
section. The method uses a predefined confusion set
for each Persian word and a list containing the mutual
information of every pair of words in a Persian lexicon
as a source of knowledge for its scoring process.

The method relies on predefined confusion sets. A

confusion set for the word w, is a set

{Wil,wiz,...,wm’_ } that contains the words that are

likely to be confused with word w,, which is called

headword of the set.

On encountering a headword in the text, the corres-
ponding set is checked to find the most appropriate
word in the context. Like the previous works (Gale et
al., 1994; Golding, 1995) the real-word error correc-
tion problem is defined as follows:

For an input sentence containing an occurrence of the

word w, , a word w from the set S={ w, }uU
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{wil’wﬂ""’w' } that maximizes the following

lrl/»
probability (equation 1), given the context words C;
observed within a +k-word window of the target word

w; , is selected. The set {W“,Wl.z,...,w ‘}are the
J

in
words of confusion set of headword »;:

W = argmax,, p(w‘cﬁk,...,c_l,cl,...ck) (1)

Using Bayes rule, the mentioned probability can be
changed to the following equation:

p(w{qk,...,c_1 cl,...,ck)

_ p(ka seeesCy Cl,...,CkIW)p(W)

- p(C_k,...,C_l Cl,...,Ck)

The probability p(C_k,...,C_1 ClyeaesCy, )is the same for

all w S because it depends on the words of the input
string (i.e. word context) and not on the confusable
words. So it can be ignored from equation (1) and is
not needed for the comparison between the words of S.
p(w) can be computed by Maximum Likelihood Esti-
mation (MLE) method, as a ratio of the total occur-
rence of word w in the sentences of a corpus to the
total number of the sentences in the corpus. Thus, equ-
ation (3) is concluded:

p(w)= total occurence of w inthecorpus 3)

total number of sentencesinthe corpus

The probability p(lc_k,...,c_1 cl,...,ck‘w) is almost

impossible to be computed from the training data. This
probability can be simplified by using the indepen-
dence assumption of presence of a word in the sen-
tence with any other one. The relaxed computation of
the mentioned probability can be written as follow:

p(]c_k,...,c_1 cl,...,ck‘w):

Hje—k, L1 kP(e; |w) )
But, the simplest way to compute the probabili-
ty p(cj‘w), is:
p(Cj M W)

p(w)

total cooccurenc eof ¢, and win the corpus

p (C/|W) B

total nimber of sentences in the corpus
total cooccurenc eof w in the corpus

total nimber of sentences in the corpus

_ total cooccurenceof ¢, and winthe corpus ( 5)

total cooccurenceof w inthe corpu

This estimate might be inaccurate due to the lack of
enough training data.

Gale et al. (1994) have used interpolation of p(c j‘w)
and p(c j) to address the problem of lacking adequate
training data. The probability p(c j‘w) is the desired

one but is subject to inaccuracy because of insufficient

training data. The probability p(c j)is more accurate

but might be irrelevant to the desired value p(c jlw)'

By interpolation of the two probabilities, they have
tried to minimize the inaccuracy of their estimate.

Golding (1995) has addressed this problem by not con-
sidering all words in the tk-words window. If there is
not enough training data for a given word ¢; to accu-

rately estimate p(c j’W for all w, then ¢ is simply

disregarded, and the discrimination will be based on
other, more reliable evidence. They implemented this
idea by proposing a "minimum occurrences" threshold,

T... . as the threshold to accept a word as a reliable
appearance. A context word c is ignored if the follow-

ing condition happens:

ZISisn m; <T, or zlm (Mi —-m, ) <T,. (6)

Where M ;is the total number of occurrences of i-th

word (w) in the training corpus, and #,is the number

of such occurrences for which ¢ occurred within £k
words window. In other words, ¢ is ignored if it prac-
tically never occurs within the context of any w, or if
it practically always occurs within the context of
every w. In the former case, there is insufficient data
to measure its presence; but in the latter, its absence
couldn't be estimated.

A context word might also be ignored if it does not
help discriminate among the words in the confusion
set. Stop-words and most of the function words fall
into this category. To determine whether a context
word ¢ is a useful discriminator, a chi-square test to
check for an association between the presence of ¢ and
the choice of word in the confusion set can be used. If
the observed association is not judged to be signifi-
cant, then ¢ is discarded.

In order to estimate the probability p(c j‘w) more ac-

curate, an idea similar to the one which was mentioned
by Gale et al. (1994) is proposed. In fact, instead of

computing the probability p(c j‘w) directly, mutual

information of two words ¢ ; and w, is estimated. Us-

ing the equation (7), the desired quantity of equation
(1) can be re-written as follow:

W =argmax,, p(w‘cfk,...,c_l,cl yeeilCy )
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=argmax p(cjlw).p(w)

je—ko Lk

= argmax zje_k’ s log p(cj. ‘w)+ log p(w)

(M

But from the definition of mutual information (see
next sub-section), the following equation can be de-
rived:

log p(c;|w) = MI(c,,w) + log p(w) (8)
Where MI(c,,w)stands for mutual information

between cjand w and p(w) stands for the proba-

bility of appearance of word w. From equation
(7) and (8), the following equation can be in-
ferred:

w=argmax C))

(Z/e—k, Lk Ml(cj > W))+ (2k T 1)'10g p(W)

In the above formula, k stands for the window size
which shows the number of neighboring words which
its mutual information is considered in the formula.

In order to tackle the problem of data sparseness in
computing the mutual information, a similar approach
of Golding (1995) for pruning the indiscriminative
words by analyzing their mutual information is used.
A context word c¢ is ignored if the following condition
is satisfied:

Mi(c,w)< M, or(1- MI(c,w))< MI . (10)
In this case of ignoring a context word ¢ from, the
window-size of equation (9) should to be decreased
one unit. The mutual information approach proves to
yield acceptable result in detecting and correcting real-
word errors in Persian.

A, Persian Mutual Information

The mutual information of two discrete random va-
riables X and Y is defined as:

MIX,Y)= ) Mj 11
WN0=20 2cerhe) O{p(x)p(w il

where p(x,y) is the joint probability distribution func-
tion of X and Y, and p(x) and p(y) are the marginal
probability distribution functions of X and Y respec-
tively.

In our case, the mutual information of two Persian
words wy and w; is calculated from a corpus col-
lected from the 200,000 articles gathered from IRNAI
and 1,900,000 sentences borrowed from Hamshahri22
as the training data. IRNA is a news agency published
their news on different languages, mainly on Persian.

" Islamic Republic News Agency (http://www.irna.ir)
? The Hamshahri2 test collection is made available for
download at http://ece.ut.ac.ir/DBRG/Hamshahri/.
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Hamshahri is one of the most popular daily newspa-
pers in Iran that has been publishing for more than 20
years. Hamshahri2 corpus is a Persian test collection
that consists of 1.4 GB of news texts from this news-
paper since 1996 to 2007. From this collection, the
news from 1996 to 2002 that contains about 1,900,000
sentences is selected as a part of training corpus.

The mutual information of two words w, and W is
defined as follow (Church and Hanks, 1989):

Ml(wl,wz)=lo{M]
J469)28%)

N(w,w)

g Nx N(w, wy) (12)
N(w)N(w,)

_ N
= log N(w) N(wy)
N N

Where N(x) is the total number of occurrence of x in
the corpus and N(x ) is the number of co-occurrences

of x and y in the corpus and N is the size of the corpus.
N(x,y) can be measured using a fixed length window.
It is estimated by counting the number of times that x
is followed by y in a k-words window. It also can be
measured as the number of co-occurrences of the
words x and y in a sentence as in our case. Another
way to measure N(x,y) is the number of co-
occurrences of x and y in a news body which can be
applied to our case with IRNA and Hamshahri articles.
The mutual information of every two words in the cor-
pus is computed using the above formula if the two
words satisfy the condition introduced by Golding
(1995).

As mentioned before, the highly inflection feature of
Persian language can inflate the data sparseness prob-
lem in computing the mutual information. Thus, a
simple stemming system which groups together the
different surfaces of a word is applied before this
computation. That is, different inflected forms of a
form are regarded as one word in this process. This
stemming process is very essential especially when it
deals with Persian verbs.

B. Discussion on the Method

Based on the equation (1), the problem of scoring the
relatedness of ambiguous word, is reduced to finding
the w S that maximizes the following term which is
called Score(w):

Score(w)=
(Z/E—k,.. Lk MI(C/‘ ’ W))+ (2k + l).log P(W) (13)

The Score(w) from the above equation is a good
estimation for measure of relatedness word w, be-
cause on average, choosing the most frequent word
yields a successful result in 74.8% of the cases used
by Golding and Roth (1999) as the base line method.
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Mutual information of w and c reflects their co-
occurrences with respect to their occurrence in the
training corpus. That is, if the total co-occurrences of
w and c, and the occurrence of w on the training data
are multiplied by d > 1, the mutual information would
not change:

MI(w,c) = log(

N(w,c)
NW)XN(c)

dx N(w,c)
(dxX N(w))xN(c)

(14)

In the proposed method, a word w gets a higher score,
if it has a higher occurrence in the training data. If
there are other real-word errors within a +k-word win-
dow of the target word w; the method would not make
a good decision, especially if there are fewer discrimi-
nating words within the window. This is because
Score(w) depends on the mutual information of w and
also depends on the other real-word errors which may
exist in the window as well as on other words. This
would results in an unreliable score for w. If there is,
within the +k-word window of the target word w;, a
word from the confusion set of w; or even w; itself
again, then the method can make unreliable decisions.
The mutual information of a word with itself (i.e. en-
tropy of the word) is not a good measure in our case
because the co-occurrence of a word with itself is
usually low in the training data and a reliable result
cannot be obtained. But in the above case, this mutual
information would be needed and if the word turns out
to be the intended word of the writer, then the score for
the intended word would be lower than expected
which is not what we want. This can be avoided by not
considering the words in the window that come in the
confusion set of w; or w; itself but the final scores
would then be less reliable.

IV. EVALUATION

In order to evaluate the proposed approach, confusion
sets of every Persian word are needed. Also, the mu-
tual information of every pair of Persian words should
be estimated to compute the score of each confusable
word. The mentioned IRNA and Hamshahri articles
have been used for computing the mutual information
of Persian words and testing the real-word error detec-
tion and correction approach.

For testing the method, 100 sentences shorter than 15
words, apart from training articles are chosen from
IRNA corpus. Then, one of the words in each sentence
was randomly replaced with a randomly chosen word
from its confusion set to obtain a ‘corrupted’ version
as a test sentence. In the whole sentences only one
real-word error are generated. Also, those sentences
don’t contain any other word from the confusion set of
the target word. In each sentence the noisy word are
flagged as a suspicious word. The algorithm should
correct this word and propose a correct candidate in
each of the mentioned sentence.

In all experiments, the size of window is set to the
maximum length of the sentences. So, the whole
words of the sentences fall into the word-window.
From the whole words of any sentence, only those that
satisfy the condition of equation (10) are considered in
the scoring process.

To find possible candidates for each real-word error,
the correction algorithm needs to scan the text and
check every word in the text with all the headwords of
the confusion sets. If it encounters a match, the method
should be applied to the word to check if it is a real
word error.

A.  Evaluation Results

The experiments on real-word error detection and cor-
rection algorithm can be divided into two different
categories: completeness and soundness evaluation. To
evaluate the completeness of the algorithm, the noisy
test data are fed into the system to be corrected. While
to evaluate the soundness, the gold data are used to be
checked. In each sentence of both corpora, one of the
words is flagged as a suspicious word3. The men-
tioned algorithm checks the suspicious word as a can-
didate for the real-word error and all the words in the
confusion set of the candidates are scored differently.
In the experiments for evaluating the soundness of the
algorithm, which the errorless data is fed to the system
as a test data, the following two different outcomes
may be resulted:

Accept Correctly: In this case, the suspicious words
are detected as no-error correctly.

Flag as Error: In this case, the suspicious word is
flagged as an error incorrectly and a suggestion which
is in fact not the intended word of the writer is made.
But, in the second experiments, which a noisy data is
fed to the system as a test data, the following three
different results may happen:

Flag as Error and make the correct suggestion: In this
case, the suspicious word is flagged as an error and the
intended word of the writer is made as a suggestion
successfully.

Flag as Error and make an incorrect suggestion: the
suspicious word is flagged as an error but a word other
than the intended word of the writer is made as a sug-
gestion. It means that the detection phase is correctly
resulted but the correction fails to propose the desired
word.

Ignore: In this case, the noisy word could not be de-
tected by the system and it’s ignored.

Table 2, shows the evaluation results of both experi-
ments. As shown in the table, our method gets the 79%
performance both in detecting the error and non-error
correctly.

Table 2. The evaluation results on Soundness and
Completeness Evaluation Experiments

? The suspicious words in the noisy test data are those
that are changed to an error word, but in the gold data
these word are chosen randomly.
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Soundness Evaluation Completeness
Evaluation
Flag& Flag
correct not
correct

79% | 8%

Accept Flag Ignore

79% 21% 13%

By combining the mentioned experiments, the preci-
sion and recall of real word error detection method are
estimated as follows:

Precision=

_ Number of correctly detected errors 87
87+21

= 80.50%
total number of detected errors

Number of correctly detected errors B ﬁ - 87%

Recall = =
100

total number of existed errors

B. Discussion

From the whole possible results of the algorithm, ac-
cept correctly in the case of soundness evaluation and
flagging as an error and making the correct suggestion
in the case of the completeness evaluation are the de-
sired outcomes of the system. The Algorithm yields
identical outcomes for both evaluation categories, con-
sidering other results as wrong decisions in the case of
the completeness evaluation,

Flagging as error in soundness evaluation, is the most
undesirable output as it means that the writer’s in-
tended word in the text is flagged as error. This hap-
pens in 21% of the cases. Usually this happens when
the scores for some of the words in the confusion sets
and the intended word of the writer are so close but the
intended word which is in the text has a lower score.
By default, the algorithm selects the word with
the highest score as the correct word. In fact, the
word w from the confusion set is selected when
its score is greater than others (i.e. the following
condition holds):

Vxe SS{W oW, W,,..,

il

W. } and x £ w,

1s)
where W is the target word and the headword of the
confusion set { W, ,W,,.... W, }.

If a coefficient d > 1 is added to introduce a confi-
dence level to the mentioned condition, then many of
the false alarms can be avoided. This coefficient shows
our confidence level to current written word. The equ-
ation (16) shows the modified condition for accepting
a candidate as a real-word error:

Score(w) > Score(x)

VxeS={W W, W,,..,

Score(w) > d x Score(x)

VVin, } & x £ w,
(16)
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This condition means that the score for w must be
higher the maximum score for other words multiplied
by coefficient d.

The coefficient can vary from very close to one (e.g.
1.1) or a very large number like 100. The higher value
of d, the more false alarms is avoided, but more per-
formance is loosed in the completeness evaluation.
This performance is in fact the intended goal of this
method.

Table 3, shows the results of real-word error correction
and detection algorithm on different values of confi-
dence level.

Table 3. The accuracy of the algorithm with different
confidence levels

soundness completeness evalua-
evaluation tion

Accept | Flag Ignore or
Incorrect

suggestion
1 21%

Flag &
Correct

Confidence
Level (d)

1 79% | 21% | 79%

1.2 82% 18% 78% 22%

1.7 84% 16% | 72% 28%

2 86% | 14% | 70% 30%

4 87% | 15% | 51% 49%

10 90% 10 40% 60%

100 99% | 1% 18% 82%

By defining a measure to combine the completeness
and soundness metric, the best value on confidence
level can be achieved. Here a weighted average of the
mentioned two measures which is called Fp-measure is
used. The FB-measure is often used in the field of in-
formation retrieval for measuring search, document
classification, and query classification performance
[Steven M. Beitzel. (2006)]. Earlier works focused
primarily on the F1-measure, but with the proliferation
of large scale search engines, performance goals
changed to place more emphasis on either precision or
recall and so Fp is seen in wide application. Equation
(17) shows this combination measure.

Fo= 1+ B%).(Precision.Recall)
57 (B Precision+Recall)

The performance of completeness evaluation as a Pre-
cision and the performance of soundness evaluation as
a recall measure are used in the mentioned formula.

Figure 1, shows the best resulted Fgof the mentioned
experiments for different values of . In each value of
B, the confidence value in which, the best result is
achieved 1s shown too.
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Combined Measure

Bata

Figure 1. The best value of Fg in which the algorithm
achieves for different values of [

V. CONCLUSION

We have presented a method for context sensitive spel-
ling correction in Persian language. In order to find
possible candidates for real-word error, we have gen-
erated a confusion set. a set of words that are likely to
be confused with a certain word, for every word in the
training corpus. Then based on the Bayesian frame-
work of (Gale et al., 1994), we have proposed a me-
thod using mutual mformation of words to score words
including the target word and the words in its confu-
sion set. Based on this score, the algorithm selects the
word with the highest score and gives an outcome.

We have achieved acceptable performance considering
the limitations caused by insufficient training data and
some corruption introduced to the data of the corpus.
The suggested improvements using confidence levels
can help to obtain better result for practical usage.

The test set of the system was generated by inject-
ing just one real-word error in each Persian sentence.
The context of each word is defined to be the whole
sentence words. Thus, this assumption that each sen-
tence only contains at most one real-word error is
equal to assuming that the whole context of noisy
word is correct. Although, we couldn’t experiment this

assumption, but it seems that increasing the number of

real-word errors in each sentence, affects on the quali-
tv of error detection and correction dramatically. For
example. suppose that the sentence (1) was mistyped
to sentence (2):
(1) “isurooz/day”
“Cud/ast/is™
The day is bright.
(2) “2surood/river”
“Zusl/ast/is”
The river is flowed.
The word * s /rooz/day” was mistyped to another
word “isyfrood/river” and “Oss/roshan/bright™ is
mistyped to “J's/ravan/flowed”. The mutual informa-
tion of both word in both sentences is high and the
system couldn’t detect the error due to consistency in
context words.

* & s yroshan/bright™

“Ulsoravan/flowed”
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