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Abstract— As an extension of classical ontology, a fuzzy ontology by employing fuzzy set theory can easily and yet better 
deal with uncertainties especially for the cases in which knowledge is vague. Obviously, fuzzification plays an important 
role in each fuzzy ontology. The main goal of this paper is to present an RDF based ontology, which indeed should 
contain many facts about the real world, inevitably facing with some uncertainties. In this perspective, an RDF based 
ontology is converted into a fuzzy most probably an incomplete one due to the fact that there will be some missing 
relations in the converted fuzzy ontology. To remedy this, the paper introduces a new method in the general framework 
of conversion and completion of an RDF based ontology into a fuzzy ontology mainly using the facts aspect. Therefore, 
first a new definition of the fuzzy ontology is proposed. To do so, a neural tensor network, which is indeed state-of-the-
art of RDF based ontology completion, is proposed. Furthermore, a new application is suggested for this network that 
can create a fuzzy ontology. To furnish this goal, two new algorithms are then introduced for the conversion and 
completion of the proposed fuzzy ontology. In the proposed method, ontology facts are first embedded in a vector space, 
and then a score value is given to each fact by a learning method. Using these scores and threshold values of each 
relation, ontology facts can be fuzzified. Finally, some simulation studies are conducted to evaluate better the merit of 
the proposed method. 

Keywords- Ontology; Fuzzy Ontology; Facts; Neural Tensor Network; RDF. 

 

I. INTRODUCTION1 
One important application of an RDF based ontology 
is that it can be used as the background knowledge in 
the semantic web [1]. In fact, an ontology is a 
knowledge base in which there are many facts about 
the real world [2]. In the RDF data model, each of these 
facts is defined as a triple <e1, R, e2> in which two 
entities e1 and e2 have R relation together. The first 
entity is a subject, the second entity is an object, and 
the relation is called predicate. For example, the fact of 
"Farhad was born in Iran" is shown with triple of 
<Farhad, born in, Iran> in which e1 is Farhad, e2 is 
Iran and R is born in. Ontologies such as YAGO [2], 
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DBpedia [3], Freebase [4] and WordNet [5] are 
extremely useful resources for query expansion, 
coreference resolution, question answering, 
information retrieval, and NLP [6] as the background 
knowledge. 

RDF triples can be extracted from structured and 
unstructured resources. But in many cases, the 
accuracy of these triples cannot be certainly 
determined. These uncertain triples can be represented 
by fuzzy ontology, and fuzzy logic can be used for the 
reasoning of these ontologies [7]. So far, many 
methods have been introduced to create the fuzzy 
ontologies that each of them represent a special method 
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for this purpose and focuses on some aspects of the 
ontology, but fewer studies have focused on the 
converting a standard ontology into the fuzzy one. 

There are many definitions for the fuzzy ontologies 
according to their different aspects. One of the best and 
general was presented by Bobillo stated as: "a fuzzy 
ontology is simply an ontology which uses fuzzy logic 
to provide a natural representation of imprecise and 
vague knowledge and eases reasoning over it" [11]. By 
this definition, a fuzzy ontology can have various 
aspects, and each method is focused on some of them. 
Here, an investigation of the fact aspect is proposed.  

In this paper, a new method is proposed to convert 
a standard ontology into a fuzzy one with extended 
facts, such that can solve its incompleteness. A global 
view of this method is shown in Fig. 1. In this method, 
it is suggested that new fuzzy facts can be obtained by 
the neural tensor network (NTN) [43] method in the 
conversion step. In this step, a score between [0, 1] 
interval is gained for each fact. With these fuzzy facts, 
the fuzzy ontology will be constructed. Adding new 
fuzzy facts into fuzzy ontology increase the power of 
ontology reasoning. Furthermore, using fuzzy logic, 
more reasoning on the new fuzzy ontology can be 
done. By the NTN, this fuzzy ontology can be also 
completed in the completion step. Details of these steps 
are explained in the proposed method section.  

 
Fig. 1: Global view of the proposed method 

After fuzzy ontology creation, it must be 
represented by a suitable method. For this end, there are 
many methods, but so far, W3C has been not proposed 
any standard in this field [8]. For this reason, it is 
suggested that OWL2 can be used as recently W3C 
recommendation presented for ontology representation 
[9, 10].  It is used for fuzzy ontology representation the 
same as the method of [8]. The contribution of this 
paper is summarized as follows: 

• Introducing a new method for converting a 
standard ontology into a fuzzy ontology 

• Create a fuzzy ontology from the standard one 
• Fuzzy ontology completion using a standard 

ontology 
• Creating a fuzzy ontology using the neural tensor 

network 
• Finding a new application for the neural tensor 

network 

The rest of the paper is organized as follows. In 
section 2, related studies are investigated. Then in 
section 3, the neural tensor network is briefly 
introduced. Section 4 presents the suggested method. In 
this section first a new representation of neural tensor 
network will be introduced and then a new definition of 
fuzzy ontology is given. Then, the proposed method is 
suggested in two parts. In section 5, experimental 
results are presented, and finally, the results of the paper 
will be fully discussed. 

II. RELATED STUDIES 

Research on the fuzzy ontology was started in the 
early 2000s with the focus on information retrieval 
aims by Widyantoro [12]. He created a fuzzy ontology 
of terms. This fuzzy ontology is used to refine a query 
of the user and was usable in the field of search engine 
[12]. Some works like [13] represented the aspect of 

ontology relations as fuzzy. This fuzzy ontology was 
defined as a pair (C, Rf) where C is a set of domain 
concepts and Rf is a set of fuzzy binary relations as <r, 
(c,d), vf, qf> where r is the name of the relation, (c,d) is 
in (C⨯C), vf is a fuzzy value for the relation, and qr is 
a fuzzy qualifier. 

Sanchez et al. made a distinction between the fuzzy 
ontology and the fuzzy knowledge base which consists 
of both the fuzzy ontology structure and the set of 
instances associated with the fuzzy ontology [14].  
Their fuzzy ontology definition is given as a tuple <C, 
R, T, A, X> that C is a set of fuzzy concepts.  However, 
this definition does not clearly specify what makes a 
concept fuzzy.  It does not specify a function from an 
instance to concept as in [15] to specify the instance’s 
degree of membership in the concept.  It does state that 
the definition of a concept could be inherently vague 
but does not provide a formalism for handling a vague 
concept. R is a set of fuzzy relations in C ⨯ C.  Fuzzy 
relations as defined here can only be between fuzzy 
concepts.  T is a relation in C ⨯ C referred to as a 
concept hierarchy but also includes mereological (part-
of) relationships. A is a set of non-taxonomic 
associative relationships between concepts relating the 
concepts across the hierarchical structure. X is a set of 
ontology axioms expressed in an appropriate logical 
language to assert class subsumption, equivalence, or 
more generally to (fuzzily) constrain the possible 
values of concepts or instances. 

 
Calegari et al. defined a fuzzy ontology as the tuple 

<I, C, R, F, A> [16]. In this definition, an instance of a 
concept can have a fuzzy membership degree of 
belonging to that concept and fuzzy axioms can be 
specified. I is the set of individuals, also called 
instances of the concepts. C is the set of concepts. Each 
concept C ∈ C specifies a fuzzy set on the domain of 
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instances, that is, C: I → [0, 1]. The set of entities of 
the fuzzy ontology will be indicated by E where E = C 
∪ I. R is the set of relations. Each R ∈ R is a n-ary fuzzy 
relation on the domain of entities so that R: En → [0, 
1].  This part of the fuzzy definition appears to apply 
to relations between concepts, and relations between 
concepts and instances. A special role is held by the 
taxonomic or subsumption relation T: E2 → [0, 1] 
among the entities. Here this definition is somewhat 
confusing. A subsumption relationship should only 
exist between concepts T: C2 → [0, 1] and not between 
two instances or between a concept and an instance. 
The C: I → [0, 1] function seems to define the is-a 
between an instance and a concept C. F is the set of the 
fuzzy relations on the set of entities E and a specific 
domain contained in D = {integer, string, ...}. These 
fuzzy relations are n-ary functions such that each 
element F ∈ F is a relation F: E(n−1) × P → [0, 1] where 
P ∈ D. A is the set of axioms defined using a suitable 
logical language. Predicates are needed to constrain the 
meaning of concepts, individuals, relationships, and 
functions. 

Another definition of Calegari is slightly modified 
by separating the intentional component of the 
ontology [17], i.e., the instances from the extensional 
component, the ontology definition. A fuzzy 
knowledge base is defined to include both components, 
that is, as a tuple (OF, I) where OF = <C, R, F, A> is a 
fuzzy ontology with each element in the tuple identical 
to that of in their original definition.  As before, I is the 
set of instances. The use of fuzzy values and how 
hedges can be used as modifiers to fuzzy values are 
also described. 

Zhai et al. presented a layered ontology structure 
for defining and using a fuzzy ontology as a 4-tuple 
<C, PF, RF, AF > [18]. C is a set of concepts where each 
concept has at least one property whose value must be 
a fuzzy concept or fuzzy set. PF is a set of properties.  
The use of the term “fuzzy concept” is unclear in this 
definition because the example given is that the value 
of the property price could be the fuzzy concept cheap. 
But cheap is not a fuzzy concept in the sense of a fuzzy 
ontology.  It is simply a fuzzy linguistic value.  A 
property  pF ∈ PF is a 5-tuple of the form <c, vF, qF, f 
,U> where c∈C is an ontology concept, vF represents 
property values, qF models linguistic qualifiers which 
can control or alter the strength of a property value vF 
, f is the restriction facets on vF , and U is the universe 
of discourse. Both vF and qF are the fuzzy concepts at 
U, but qF changes the fuzzy degree of vF.  RF is a set of 
inter-concept relations between concepts.  Like fuzzy 
concept properties,  rF ∈ RF is a 5-tuple of the form <c1, 
c2, t, sF, U>  where c1 c2 ∈C  are ontology concepts, t 
represents relation type, U is the universe of discourse 
, and sF models relation strengths and is fuzzy concept 
at U , which can represent the strength of association 
between concept-pairs <c1, c2>.  Here again, the use of 
‘fuzzy concept’ for modeling relation strengths is 
confusing; instead what is meant is fuzzy linguistic 
value.   Finally, AF is a set of fuzzy rules. 

In fact, the vF and qF were used in [18] before they 
were used in [13] which also uses vF and qF in its rF 
tuple to quantify the strength of the relation and to be 
able to linguistically modify that strength.   Because 
properties can take on fuzzy linguistic values such as 
cheap, another layer is needed to define a fuzzy 
linguistic variable ontology.   The fuzzy linguistic 
variable ontology consists of a tuple for a linguistic 
variable that includes its name, the set of fuzzy 
linguistic values it may take on, the binary relations 
between the fuzzy linguistic values including an 
ordering, and the mapping of the fuzzy linguistic 
values to their actual fuzzy membership values.   This 
fuzzy linguistic variable ontology is extended with 
qualifiers such as very and the mapping of qualifiers to 
their respective fuzzy operators. 

In [19], the definition of a fuzzy ontology separates 
out the crisp and the fuzzy components, that is, crisp 
concepts, properties and relations from the fuzzy 
concepts, properties, and relations.  A fuzzy ontology 
is defined as a 7-tuple OF = <C, P, CF, PF, R, RF, AsF, 
AF, A>.  C is a set of crisp concepts defined for the 
domain.  P is a set of crisp concept properties. CF is a 
set of fuzzy concepts where a fuzzy concept cf 
possesses at least one fuzzy property pf from the set of 
fuzzy properties PF.   R is a set of crisp binary semantic 
relations defined between concepts in C or fuzzy 
concepts in CF.  RF is a set of fuzzy binary semantic 
relations. As is a set of crisp binary associations 
defined between concepts in C or fuzzy concepts in CF. 
AsF is a set of fuzzy binary associations defined 
between crisp concepts in C or fuzzy concepts in CF. A 
is a set of axioms which are real facts or reasoning 
rules. 

The fuzzy concept of cf is defined as a triple <Ncf, 
P, Pf> that  Ncf is a name of the fuzzy concept, for 
example, Young Person,   P is a set of crisp properties 
PF is a not empty set of fuzzy properties. A fuzzy 
property pf is a triple < Npf, T, M >. Npf is a name of 
the fuzzy property, e.g., “age”. T is a set of terms which 
are the values of the fuzzy property, e.g., T= {young, 
middle aged, old}. M is a mapping rule which maps 
every term of T to a fuzzy set. 

In fact, each of these works considers different 
aspects of a fuzzy ontology. But in this paper, the 
aspect of facts in RDF based ontologies is considered. 
There are some works such as [35-42] about this aspect 
that is not fuzzy, and there are some other works about 
fuzzy facts aspect as the title of fuzzy RDF [20-25]. In 
these works, with different methods, RDF triples have 
been shown as fuzzy. Some other works in the field of 
fuzzy ontologies can also be fined in [26-34, 45-47],  
but the focus of this paper is on RDF based ontologies. 
For this reason, the fact aspect of the ontology is 
considered to be fuzzified. In the following of the 
paper, the neural tensor network will be presented to 
use in proposed algorithms. 
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III. NEURAL TENSOR NETWORK 
The NTN was introduced by Socher for the knowledge 
base completion using existing facts in the knowledge 
base [6]. This method is state-of-the-art in the field of 
knowledge base completion [44]. In this section, this 
neural network is presented that converts each RDF 
triple into a score. Each relation R of the ontology is 
described by a neural network in which the entities e1 
and e2 are the inputs. If these entities are in that 
relationship R then the model returns a high score, 
otherwise a low one. Due to this, any fact can be scored 
with some certainty mentioned implicitly or explicitly 
in the knowledge base [43].  

The aim of this network is to learn models which 
have the ability to realize the additional facts that hold 
purely due to the existing relations in the same 
knowledge base. The goal of the model is to state 
whether two entities e1 and e2 are in a certain 
relationship R. For instance, whether the relationship 
<e1, R, e2> = <Farhad, born in, Iran> is true and with 
what score of certainty. It is supposed that e1, e2 ∈ Rd 

be the vector representations (or features) of the two 
entities. For now, it can be assumed that each value of 
this vector is randomly initialized to a small uniformly 
random number. 

The neural tensor network replaces a standard 
linear neural network layer with a bilinear layer that 
directly relates the two entity vectors across multiple 
dimensions. By this model, a score of how probable it 
is that two entities are in a certain relationship can be 
computed. Let e1, e2 ∈ Rd be the vector representation 
of two entities then, the neural tensor network-based 
function that predicts the relationship of two entities 
can be described as equation (1) and Fig. 2 [6]. 

g<e1, R, e2> = UT f (e1T 𝑊𝑊𝑅𝑅
[1:𝑘𝑘] e2 + VR [e1 e2] + bR)          (1) 

Where f = tanh is a standard nonlinearity applied 
element-wise. 𝑊𝑊𝑅𝑅

[1:𝑘𝑘] ∈ Rd⨯d⨯k is a tensor and the 
bilinear tensor product e1T 𝑊𝑊𝑅𝑅

[1:𝑘𝑘] e2 results in a vector 
h ∈ Rk, where each entry is computed by one slice i = 
1…k of the tensor: hi = e1T 𝑊𝑊𝑅𝑅

[1:𝑘𝑘] e2. The other 
parameters for relation R are the standard form of a 
neural network: VR∈Rk⨯2d, UR ∈ Rd and bR ∈ Rd. 

Fig. 2 shows a visualization of this model. The 
main advantage is that it can relate the two inputs 
multiplicatively instead of only implicitly through the 
nonlinearity as with standard neural networks where 
the entity vectors are simply concatenated [6]. 

 
Fig. 2: Neural Tensor Network Model [6] 

All models are trained with contrastive max-margin 
objective functions. The main idea is that each triplet 
in the training set T(i) = <e1(i) ,R(i), e2(i)> should receive 
a higher score than a triplet in which one of the entities 
is replaced with a random entity. There are NR many 
relations, indexed by R(i) for each triplet. Each relation 
has its associated neural tensor net parameters. We call 
the triplet with a random entity corrupted and denote 
the corrupted triplet as Tc

(i) = <e1(i) ,R(i), ec> where we 
sampled entity ec randomly from the set of all entities 
that can appear at that position in that relation. Let the 
set of all relationships’ NTN parameters be Ω = u, W, 
V, b, E. We minimize the (2) objective function [6]. 

𝐽𝐽(Ω) = ∑i=1
N ∑c=1

C 𝑚𝑚𝑚𝑚𝑚𝑚(0, 1 – 𝑔𝑔(𝑇𝑇(𝑖𝑖)) + 𝑔𝑔(𝑇𝑇𝑐𝑐
(𝑖𝑖))) + 

λ||Ω||22                                                                               (2) 

Where N is the number of training triplets and we 
score the correct relation triplet higher than its 
corrupted one up to a margin of 1. For each correct 
triple, we sample C random corrupted triplets. 
Standard L2 regularization of all the parameters, 
weighted by the hyperparameter λ has been used. 
Taking derivatives from this objective function is not 
possible. For this reason, an optimization method [29] 
has been used for its minimization. Then the model is 
trained by taking derivatives with respect to the five 
groups of parameters. 

The first step of this method is the learning step in 
which it is done using available facts in the knowledge 
base. In this step, standard neural network and tensor 
parameters are regularized to use in the next step. After 
regularization of parameters and using the neural 
tensor network, one score g of equation (1) is assigned 
to each new fact. Helping this score, the accuracy of 
the fact is computed [44]. In this method, a fact is 
accurate or not. But in this paper it is suggested that 
using the score of fact as its membership function 
value, it can be converted into fuzzy. 

The result of this network showed that this is the 
best method for knowledge base completion using 
existing facts [6]. For this reason, in this paper, it is 
used for the purpose. For using this method must have 
a representation of it. There is a representation model 
for the neural tensor network in [43, 44]. Thus, in the 
next section first, a representation model will be 
introduced briefly, and then the proposed method is 
explained. 
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IV. PROPOSED METHOD 

In Fig. 3, the details of the proposed method are shown. 
In this figure two steps of conversion and completion 
are clear. It is obvious that fuzzy ontology is gained 
from fuzzy facts of ontology and new fuzzy facts. In 
the proposed method, a new method was suggested to 
create a fuzzy ontology from standard one and another 
new method was suggested for completion of the fuzzy 

ontology using the standard one. In the following, first, 
representation of the NTN network for the proposed 
method is introduced. Then, the new definition of 
fuzzy ontology is presented and is used for converting 
RDF Based Ontology into Fuzzy Ontology. Then 
conversion and completion algorithms are introduced.  

 

 

Fig. 3: Details of the proposed method 

A. Representation of NTN for Proposed Method 

The proposed method of this paper uses the NTN and 
its representation is necessary. For this reason, in this 
section, a representation for this network is presented 
that has been introduced in [43]. In the NTN method, a 
separate network was considered for each relation. So 
here, one network will be considered for one relation 
and then will be generalized to other relations. 
Therefore, a tensor layer of the NTN for relation R with 
2 slice and 3-dimensional entity vectors is shown as (2) 
[43].   

g = [e11  e12 e13] �
w11 w12 w13
w21 w22 w23
w31 w32 w33

�  �
e21
e22
e23

� +

 [e11  e12 e13] �
w′11 w′12 w′13
w′21 w′22 w′23
w′31 w′32 w′33

�  �
e21
e22
e23

�      (2) 

Value of g is equal with the score of the network 
after parameters regularization. This score is allocated 
to each triple <e1, R, e2>. With this definition, a 
suggested representation of 𝑔𝑔  has been presented as 
(3).  

WT =  � 
w11,   w21   ,w31  ,w12  ,w22 ,w32 ,w13 ,w23 ,w33    
w′11,w′21,w′31,w′12,w′22,w′32,w′13,w′23,w′33

� 

P = [e11e21, e12e22, e13e23, e11e21, e12e22, e11e21 , 
 e13e23, e12e22, e13e23] T 

UT = [1, 1] 
g = UT (WTP)                                                                      (3) 

This representation has been shown in Fig. 4. In this 
figure, one score with a value of g is considered for 
each triple <e1, R, e2>. The new representation of the 
tensor layer shows that this layer has been changed 
with a single layer neural network. By adding other 
cases of the neural tensor network, Fig. 5 shows the 
way of obtaining the value of g in the NTN with two 
slices. This figure is suggested instead of an NTN that 
was introduced in [6]. 

 
Fig. 4: Suggested representation of the tensor layer 
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Fig. 5: Suggested representation of the NTN with two 
slice 

In other work, we showed that the neural tensor 
network can be represented by a standard neural 
network [43]. But here, the representation of this 
network is important to use in the next sections in 
which the way of obtaining g is shown. In this paper, it 
is suggested that the score of 𝑔𝑔 for each triple <e1, R, 
e2> is considered as a membership function of the 
triple for the fuzzy ontology. For this reason in the next 
section, first, a new definition has been presented for 
the simple fuzzy ontology and then the way of this 
fuzzy ontology construction using the NTN is 
explained.   

B. New Definition of Fuzzy Ontology 

In this section, a new definition is introduced for fuzzy 
ontology. This definition is simple for the usage of the 
special case of fuzzy ontology completion. Each of the 
past definitions has different fuzzy aspects. A fuzzy 
aspect of this paper definition is in fuzzy facts and is 
the same as stated in [13]. Bellow, details are 
explained. 

In the RDF data model, each fact is defined as a 
triple <e1, R, e2> in which two entities e1 and e2 have 
R relation together. For example, the fact of "Farhad 
was born in Iran" is shown with triple of <Farhad, born 
in, Iran> in which e1 is Farhad, e2 is Iran and R is 
born in. Here, it is suggested that each two entities e1 
and e2 can be had a fuzzy relation. With this 
suggestion, each triple or fact can be a fuzzy triple or 
fact with a membership function vf. Equation (4), 
define this new fuzzy ontology FO in which E is a set 
of ontology entities and RF is a set of fuzzy relations.    

𝐹𝐹𝐹𝐹 = (𝐸𝐸,𝑅𝑅𝐹𝐹), Where �
E =  {𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑛𝑛}
𝑅𝑅𝐹𝐹  =  {𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑚𝑚}              (4) 

Where each ei is an ontology entity, each ri is a 
fuzzy relation, n is the number of entities, and m is the 
number of relations.  

Each fuzzy fact is expressed as: 

𝐹𝐹𝑓𝑓 =< 𝑟𝑟, (𝑒𝑒1, 𝑒𝑒2), 𝑣𝑣𝑓𝑓 , 𝑞𝑞𝑓𝑓 >, 

Where 

⎩
⎨

⎧
(e1, e2)  ∈  E × E
𝑣𝑣𝑓𝑓  ∈  [0, 1]

r ∈  𝑅𝑅𝐹𝐹
𝑞𝑞𝑓𝑓 ∈ {𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, ℎ𝑖𝑖𝑖𝑖ℎ}

                  (5) 

In equation (5), (e1, e2) represents an ordered pair 
of ontology entities, vf denotes membership function 
value of each fuzzy fact and qf models fuzzy qualifiers 
that determine accuracy grade of the fact. This 
definition will be compared with other definitions in 
the experimental results section. Each of them can be 
used for a special application of them. In this paper, an 
aspect of facts must be fuzzified to create the special 
fuzzy ontology for the application of conversion and 
completion. This is explained below. 

C. Converting and Completing RDF Based Ontology 
into Fuzzy Ontology 

Details of the proposed method were shown in Fig. 3. 
This method consists of two parts. First a new 
algorithm is proposed to convert a standard ontology 
into fuzzy one, and in the second part the  completion 
is done by extending this fuzzy ontology. 

Conversion 

In this section, the algorithm of conversion for the 
proposed method is introduced. This algorithm is given 
in Algorithm 1. Inputs of this step are the facts of 
ontology with the structure of <e1, r, e2> and its 
outputs will be fuzzified facts of this ontology. First, 
some corrupted facts must be produced for each fact. 
Each corrupted fact is obtained by replacement of an 
entity of fact with a random entity of ontology. By 
having facts of ontology and the corrupted facts, NTN 
can be trained. After training, network parameters are 
regularized to determine the scores of each fact. 

For classification of corrupted facts and ontology 
facts, a threshold value is also obtained for each 
relation. Final, each fact of ontology is converted into 
the structure of fuzzy one with its score as the 
membership function value and high qualifier. The 
qualifier of all ontology facts is considered high 
because they were accurate facts in ontology 
previously. 

Completion 

In this section, the algorithm of conversion for the 
proposed method is introduced. This algorithm is given 
in Algorithm 2. Inputs of this step are the facts of 
ontology with the structure of <e1, r, e2>, threshold 
values of relations, and NTN parameters after training. 
The output will be new fuzzy facts that complete the 
fuzzy ontology. 

In this algorithm, using entities of ontology and 
with different types of their combinations with the 
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relations, new random triples are obtained to complete 
the fuzzy ontology. Because the accuracy of these 
triples has not been determined yet, these triples are 

considered fuzzy. This is obtained using trained NTN 
with properly tuned parameters. 

 
Algorithm 1. Conversion Algorithm to convert an ontology into fuzzy ontology 
Input: F: Facts of ontology with the structure of <e1, r, e2> 
Output: Ff: Fuzzy facts of ontology with the structure of <r, (e1, e2), vf, qf >  
1: produce corrupted facts Fc for each F 
2: train NTN with Fc and F 
3:     obtain score 𝒈𝒈 for each Fc and F 
4:     obtain thresholds for each relation 
5: end train 
6: for i=1 : number_of_F 
7:     return <ri, (e1i, e2i), gi, high> 
8: end for 

 
Algorithm 2. Completion Algorithm to complete a fuzzy ontology using ontology facts 
Inputs: F: Facts of ontology with the structure of <e1, r, e2> 
            T: thresholds that obtained from algorithm 1 for each r 
            NTN parameters after training in algorithm 1 
Output: Ff: New fuzzy facts with structure of <r, (e1, e2), vf, qf >  
1: produce some stochastic facts Fs with replacement of facts entities with one of E 
2: for i=1 : number_of_Fs 
3:         compute 𝒈𝒈𝒊𝒊 using trained NTN 
4:         if gi >= Tr then 
5:             return <ri, (e1i, e2i), 𝒈𝒈𝒊𝒊 high> 
6:         else  
7:              if gi > Tr/2 then 
8:                   return <ri, (e1i, e2i), 𝒈𝒈𝒊𝒊, middle> 
9:              else 
10:                 return <ri, (e1i, e2i), 𝒈𝒈𝒊𝒊, low> 
11:            end if 
12:       end if 
13: end for 

Each new triple is given to the network and then based 
on equation (3) and Fig. 4, the value of 𝑔𝑔 is obtained 
as a membership function value vf of the triple. So, new 
triples can be converted into < r, (e1, e2), vf, qf > 
structure as fuzzy facts. The accuracy of each fuzzy 
fact is explained by the fuzzy aspect of vf=𝑔𝑔, too. In 
this algorithm, the qualifier is dependent on the 𝑔𝑔 
value that is clear in lines of 4 to 12. Therefore, the 
fuzzy ontology is completed by these fuzzy triples as 
fuzzy facts. 

V. EXPERIMENTAL RESULTS 

To implement the proposed method, a standard 
WordNet dataset, which was introduced in [6], has 
been used as an RDF based ontology sample. 
Properties of this dataset are given in Table 1. This 
dataset is used because the NTN method was evaluated 
on this dataset. 

Table 1: WordNet dataset 
#R #Entities #Train #Test 
11 38696 112581 10544 

In this dataset, there are 112581 RDF triples of 
WordNet that were used to train the neural tensor 
network. These triples are used as RDF based ontology 
sample that must be converted into the fuzzy ontology. 
In Table 2, the proposed method is compared with 
similar studies that were discussed in the related 
studies section. While the fact aspect is fuzzified in this 
paper, this aspect is not considered in similar studies. 
This aspect is general and in some cases requires more 
deep considerations, because many triples of an 
ontology are not indeed true facts. 

As it is clear in this table, each method defines its 
fuzzy ontology, based on some aspects for a special 
domain. This issue was investigated in [47]. In this 
paper, each fact (ontology triple) is fuzzified, 
separately. It can be used for the applications in which 
the triples are uncertain. In these applications, the 
ontology can be converted and completed by the 
proposed method. Therefore in this paper, a new 
perspective of fuzzy ontologies is considered. Since 
there is no other fuzzy ontology on the aspect of the 
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fact, it is not an easy task to do comparison study. 
Related studies such as [13-19] are also evaluated only 
their proposed methods. Thus, here, only the 
implementation results of the method proposed in the 
paper will be evaluated. Nevertheless, aspects, 
advantages, disadvantages, and domain of related 

works are compared with those of the proposed method 
as shown in Table 2. Despite the fact that the problem 
of fuzzy ontology learning has not received much 
attention, a learning method is used in the proposed 
method.

Table 2: Comparison with similar works 
Definitions aspects Advantages Disadvantages Domain Source 

<r, (c, d), vf, qf> Relations  Handling inconsistent triples of 
ontology, 

Ability to store imprecise concept 
definitions, 

Using reasoning and fuzzy set 
theoretic 

There is no distinction 
between the fuzzy ontology 

and the fuzzy knowledge 
base, And only cover 

Relation aspect, and it does 
not use the learning method 

knowledge 
description 

[13] 

<C, R, T, A, X> Relations, 
Concepts, 

Axioms 

The distinction between the fuzzy 
ontology and the fuzzy 

knowledge base 

This method does not clearly 
specify what makes a 

concept fuzzy, and does not 
specify a function from an 

instance to concept, and does 
not use learning method 

Semantic 
Web 

[14] 

<C, R, T, A, X> Relations, 
Concepts, 

Axioms 

specify the instance’s degree of 
membership in the concept 

This method does not 
provide a formalism for 

handling a vague concept, 
and dose does not use a 

learning method 

Integrating 
Fuzzy Logic 
in Ontologies 

[15] 

<I, C, R, F, A> Relations, 
Concepts, 

Individuals 

an instance of a concept can have 
a fuzzy membership degree of 
belonging to that concept and 
fuzzy axioms can be specified 

It cannot separate the 
intentional component of the 
ontology, and does not use 

the learning method 

Fuzzy 
Description 

Logics 

[16] 

(OF, I)  
where OF = <C, R, 

F, A> 

Relations, 
Concepts, 

Individuals 

separating the intentional 
component of the ontology 

It cannot cover the property 
aspect of ontology, and does 

not able to linguistically 
modify that strength, and 
does not use the learning 

method 

Ontology 
Editor 

[17] 

<C, PF, RF, AF > Relations, 
Concepts, 
Properties 

Ability to linguistically modify 
that strength, 

Using a layered ontology 
structure is presented for defining 

and using a fuzzy ontology 

The use of the term “fuzzy 
concept” is unclear in this 

definition, and dose does not 
use learning method 

Knowledge 
Management 

[18] 

<C, P, CF, PF, R, RF, 
AsF, AF, A> 

Relations, 
Concepts, 

Properties, 
Terms, 
Axioms 

It separates out the crisp and the 
fuzzy components, and cover 

more aspects 

The fuzziness is not in the 
serves relation, and does  not 

use the learning method 

Fuzzy 
ontologies 
building 

[19] 

<r, (e1, e2), vf, qf > Facts It uses the learning approaches 
and embedding Method, 

It is suitable for the applications 
in which the triples are uncertain, 

it covers the fact aspect 

Fact aspect is general, it is 
suitable only for RDF based 

ontologies, this method needs 
enriched datasets 

RDF based 
ontology 

Suggested 
Method 

In the implementation step, the ontology must be 
converted into the fuzzy one through the proposed 
method. For this, the following steps have been taken. 
A part of RDF ontology is shown in Table 3, before the 
conversion step and a part of the implementation result 
of Algorithm 1 on WordNet dataset is shown in Table 
4. There are 112581 triples as facts in the dataset. After 
the training of these facts, the values of network 
parameters are obtained. Due to the accuracy of 
ontology facts, qualifier values of these facts will be 
high in the fuzzy ontology. Therefore, the main part of 
fuzzy ontology is equal with <r, (e1, e2), vf, qf > in 
which vf = 𝒈𝒈𝒊𝒊 as membership function value for fuzzy 
triple and <r, (e1, e2)> is same as <e1, r, e2> in the 
standard ontology. Therefore the original ontology is 
converted into a fuzzy one. 

In Table 4, column 1 is the number of first entities 
e1, column 2 is the number of relation r, column 3 is 
the number of second entities e2, column 4 is shown 
corrupted facts by -1 and ontology facts by 1, column 
5 is the aim value of each triple in the test dataset, 
column 6 is the membership function value vf, and 
column 8 is the qualifier. In the WordNet dataset, there 
are also 11 relations that their threshold values after 
implementation are shown in Table 5. 
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Table 3: A part of RDF ontology before conversion step 
#e2 #R #e1 e2 R e1 

11297 2 2389 __irrigation_2 type_of __medical_aid_1 

17142 4 15839 __african_scented_mahogany_1 member_holonym __entandrophragma_1 

9491 1 1702 __animation_3 has_instance __life_6 

113 3 10589 __family_graminaceae_1 member_meronym __arundo_1 

Table 4: A part of fuzzy RDF ontology after a conversion step 
q Threshold g a t #e1 #R #e2 

high 0.336 0.1643 1 1 11297 2 2389 

high 0.266 0.1659 1 1 17142 4 15839 

high 0.326 0.3713 1 1 9491 1 1702 

high 0.286 0.3838 1 1 113 3 10589 

In Algorithm 2, different compositions of 38696 
entities with 11 relations are used to obtain new 
random triples. These triples can help to complete the 
fuzzy ontology though the accuracy of these triples has 
not been determined yet. For this reason, these triples 
must be fuzzified. These fuzzifications can be obtained 
using a trained NTN. The NTN implementation 
conditions are the same as those in [43,48-50]. In 

Table 6, a part of fuzzy RDF ontology is shown, after 
the completion step. In this table, the score of each new 
triple (that is added in the completion step) is 
compared with the threshold, and then, its q qualifier 
is detected. Thus, we have a fuzzy ontology in which 
there are fuzzified ontology facts and additional triples 
that can be considered as the facts with a score and q 
qualifiers. 

Table 5: Threshold values of 11 WordNet relations 
#Relation 1 2 3 4 5 6 7 8 9 10 11 
Threshold 0.3260 0.3360 0.2860 0.2660 0.1560 0.2460 -0.1740 0.3360 -0.0540 0.1860 -0.1440 

Table 6: A part of fuzzy RDF ontology after completion step 
q Threshold g a t #e2 #R #e1 

low 0.336 0.3812 -1 -1 3676 2 15447 

high 0.336 0.1643 1 1 2389 2 11297 

middle 0.336 0.3451 -1 -1 30450 2 11297 

high 0.266 0.1659 1 1 15839 4 17142 

low 0.266 0.3445 -1 -1 16980 4 17142 

high 0.326 0.3713 1 1 1702 1 9491 

middle 0.326 0.3116 -1 -1 29864 1 9491 

middle 0.286 0.2746 1 1 12793 3 113 

low 0.286 0.3833 -1 -1 14563 3 113 

high 0.286 0.3838 1 1 10589 3 113 

middle 0.286 0.2732 1 -1 27131 3 113 
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Discussion 

So far, there is a fuzzy ontology in which there are 
fuzzy facts with different vf. While the accuracy of 
ontology completion of NTN was 86.2% in [6] 
meaning that 13.8% of new triples is wrong and some 
accurate triples do not exist, in this method, each triple 
is either true or false. In this paper, it is suggested that 
each triple can be accurate with a membership function 
value vf and qualifier of qf. For example, after training 
the NTN, triple of <mouse, type of, cat> is considered 
as an accurate fact, while this is not indeed true. In the 
proposed method, a membership function value is 
assigned to this triple that is less than an accurate triple 
(such as <tiger, type of, cat >). 

With this suggestion, fuzzy ontology tools can be 
used for more reasoning in compared to the method 
proposed in [6]. Using methods of [25-32], this goal 
can be reached. If is represented as these methods are, 
the fuzzy ontology becomes more powerful. This new 
method can be also used to complete other fuzzy 
ontologies. The new triples can be added into a new 
fuzzy ontology for the completion. 

To evaluate the proposed method, the test set of the 
dataset has been used. This set has 10544 true or false 
triples. The membership function values of these triples 
are available in the fuzzy ontology. Using threshold 
values and evaluating new facts, the accuracy of this 
method got as high as the one in [6] (86.2%). Moreover, 
in the proposed method, new reasoning abilities are 
also obtained to previous state-of-the-art advantages. 

VI. CONCLUSION 
The main goal of the paper was on the creation and 
completion of an RDF based fuzzy ontology. For this 
objective, a new method was introduced to convert and 
yet complete an RDF based ontology into a fuzzy 
ontology. While previous methods did not consider the 
fact aspect of ontology to be fuzzified, based on which 
a new definition of fuzzy ontology was firs tproposed. 
To obtain a fuzzy version of the ontology, a neural 
tensor network was proposed as the state-of-the-art of 
RDF based ontology completion methods. In addition, 
a new application was suggested for this network that 
can create a fuzzy ontology. For this goal, two new 
algorithms were proposed for the conversion and 
completion of fuzzy ontology, in which ontology facts 
were embedded into a vector space while a score value 
was given to each fact by a learning method. Using 
these scores and threshold values of each relation, 
ontology facts were fuzzified.  

Knowing the fact that the proposed method uses a 
learning approach by an embedding method (NTN), it 
requires enriched datasets though its accuracy in these 
datasets is acceptable. The method proposed is 

obviously suitable for the applications in which the 
triples are uncertain. While it is true that the fact aspect 
covered is general, the proposed method is suitable 
only for RDF based ontologies. Because there is no 
other fuzzy ontology on the fact aspect, the 
implementation results of the proposed method were 
only evaluated and compared with those of the related 
studies.  

In future work, the proposed method can be used to 
complete an existing fuzzy ontology. Mostly, existing 
fuzzy ontologies have missing relations between some 
entities. These relations can be obtained by the 
proposed completion method fully discussed in the 
paper, in which each fuzzy ontology must be 
embedded into a vector space. As a final remark, other 
aspects of ontology can be added in case for other 
applications. 
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